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Abstract
The spread of COVID-19 has coincided with the
rise of Graph Neural Networks (GNNs), leading
to several studies proposing their use to better
forecast the evolution of the pandemic. Many
such models also include Long Short Term Mem-
ory (LSTM) networks, a common tool for time
series forecasting. In this work, we further in-
vestigate the integration of these two methods by
implementing GNNs within the gates of an LSTM
and exploiting spatial information. In addition,
we introduce a skip connection which proves crit-
ical to jointly capture the spatial and temporal pat-
terns in the data. We validate our daily COVID-19
new cases forecast model on data of 37 European
nations for the last 472 days and show superior
performance compared to state-of-the-art graph
time series models based on mean absolute scaled
error (MASE). This area of research has impor-
tant applications to policy-making and we analyze
its potential for pandemic resource control.

1. Introduction
Since its outbreak in late 2019, the COVID-19 virus (Fauci
et al., 2020; Velavan & Meyer, 2020) has devastated the
world, causing over 3 million deaths (World Health Orga-
nization, 2021) and economic losses estimated up to $10
trillion (United Nations, 2020). Crucial to curbing such dam-
age is prompt response and effective policy-making, and,
even with vaccination numbers increasing, this ability will
be crucial to develop as the possibility of a future pandemic
looms. Due to the exponential nature of epidemiological
transmission (Li et al., 2020), even slight improvements on
early intervention can have outsized impact, making pre-
emptiveness one of our best tools. Therefore, knowledge of
future spread is of critical importance.

Given the urgency of the pandemic, the Machine Learning
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(ML) community has stepped in to help in multiple capac-
ities (Alimadadi et al., 2020; Buckee et al., 2020), from
assisting in early COVID-19 diagnosis based on CT scans
(Barstugan et al., 2020; Wang et al., 2021), to predicting new
cases and hospitalizations using different time series models
(Alazab et al., 2020). Among the latter efforts, some authors
have taken advantage of both the temporal correlations and
the inherent network structure of epidemiological data and
thus combined temporal models such as Long Short Term
Memory (LSTM) networks (Hochreiter & Schmidhuber,
1997) with recent advancements in Graph Neural Networks
(GNNs) (Scarselli et al., 2008). This has proven to be one
of the most successful approaches.

In this work we aim to improve upon their accuracy, pre-
senting a new time series forecasting model based on GNNs
and LSTMs. We introduce a general method that further
integrates both networks and apply it to the problem of
forecasting new COVID-19 cases. Our specific use case
consists of 37 countries in Europe, with data from Jan. 2020
to May 2021. We show that our model is able to forecast
new cases out of the training distribution, showing better
results than four other GNN+LSTM models and lag, with
a prediction error of 10% when forecasting 7 days ahead.
We also analyze how the model performance translates into
real-world policy-making by means of the fraction of missed
cases. Finally, our findings suggest that introducing a skip
connection in our model is key to reducing underfitting.

2. Related Work
Following the outbreak of COVID-19, the ML community
has given the problem of epidemiological modeling a re-
freshed solution. The majority of the studies have made
LSTMs the tool of choice. In addition, many researchers
have answered the call for use of mobility data (Buckee
et al., 2020; Santosh, 2020) and used graphs to model spatial
information, some converging upon different combinations
of LSTMs and GNNs to solve the problem, mirroring their
use in other applications.

Temporal-Only Models Since early in the pandemic, re-
searchers have realized the value of LSTM networks due to
the salient temporal patterns of transmission (Chimmula &
Zhang, 2020; Shahid et al., 2020; Arora et al., 2020). Their
predictions displayed low error, competing well with stan-
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Figure 1. Overview of the problem and our proposed method. We consider an area with N different regions (e.g., different countries,
states), each displaying a different COVID-19 case curve. The task consists of predicting, M timesteps in advance (we use days in our
paper), the number of cases in each region. To that end, a graph with N nodes is created based on the geographical structure of the regions
and a feature vector is associated to each node. These are fed to our model, consisting of three layers of GraphSAGE convolutions, an
LSTM with graph convolution gates, three additional GraphSAGE layers, and two final fully-connected layers. We use a skip connection
between the first batch of GraphSAGE layers and the GraphLSTM.

dard epidemiological models, such as susceptible-infected-
recovered-dead (SIRD) models (Bailey et al., 1975).

GNNs for COVID-19 Capitalizing on the call for use of
mobility data, numerous papers have applied GNNs to the
task. Some have leveraged classic epidemiological models,
one feeding the concatenation of outputs from a GNN and an
epidemiological model into a final distributional regression
layer (La Gatta et al., 2021). Alternatively, (Fritz et al.,
2021) uses a combination of a GNN and LSTM to predict
the parameters of a SIRD model. Our work will differ in that
it is not dependent upon any explicit epidemiological model,
instead being able to construct its own parametrization of
input features.

While many studies take advantage of both the spatial and
temporal dependencies of the problem, (Cao et al., 2021)
pays particular attention to modeling them jointly — i.e.,
leveraging the correlations that depend on both other regions
and timesteps rather than taking these separately. While they
achieve this using Fourier Transforms, we instead draw from
(Seo et al., 2018), which replaces the typical linear transfor-
mation within an LSTM with a Chebyshev Spectral CNN
(Defferrard et al., 2016), although we switch it out with
GraphSAGE (Hamilton et al., 2017). Our contribution also
includes a novel skip connection, which concatenates the
output of the aforementioned LSTM module with a purely
spatial GNN in order to improve upon the challenges com-
mon to joint modeling of spatial and temporal dimensions.

Other Applications of GNN + LSTM At the intersection
of these two network models has been an explosion of re-
search aiming to tackle other graph-structured time series
problems. Specifically, DCRNN (Li et al., 2017) was ap-
plied to traffic prediction, GCLSTM (Chen et al., 2018) was
applied to predicting emails and other contact between peo-
ple, and GConvGRU (Seo et al., 2018) was able to predict
moving MNIST data and model natural language.

3. Problem Statement
Our objective in this paper is to predict some numerical
feature of each node in a graph given a sequence of pre-
vious graph snapshots. In the case of COVID-19, we
want to predict new cases across different regions, where
each region constitutes a different node in the graph. The
data can be characterized as a graph G = (X,A,W )
where X = {xijt} ∈ RKX×N×T indicates the KX in-
put features for each of N nodes at T different timesteps,
with Xt ∈ RKX×N indicating the values at timestep t.
Then, A is the adjacency matrix —fixed over time— and
W ∈ RKW×N×N represents each of the KW static edge
features used in our model between each pair of countries.

The task at timestep t is, given the L most recent timesteps
{Xt−L+1, . . . , Xt}, to predict the number of new cases M
timesteps into the future, X̂t+M ∈ RN . When each graph
snapshot corresponds to a unique day, the task becomes
predicting new cases M days ahead, which benefits effective
policy-making and early response if M is large enough.

4. Methods
Our method consists of a combination of GraphSAGE and
LSTM layers that jointly exploit spatio-temporal relation-
ships in the data. This section covers the main details of the
model, wich is depicted in Figure 1. Our approach considers
edge features in the GraphSAGE layers and replaces linear
operations in the LSTM by graph convolutions.

GraphSAGE Our model makes extensive use of Graph-
SAGE (Hamilton et al., 2017), a spatial GNN that aggregates
the features of local nodes to generate an embedding for
each node in a graph, G = (V, E). Let xj = h0

j repre-
sent the feature vector of node j, which is also the embed-
ding for that node before any iterations. In each iteration
k ∈ {1, ..., n}, each node v ∈ V aggregates the embeddings
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of all immediately adjacent nodes {hk−1
u , ∀u ∈ N (v)},

usually by taking the mean of these vectors. This aggre-
gated vector, hk−1

N (v), is then concatenated to the current

embedding hk−1
v and fed into a single neural network layer

with a sigmoid activation function to compute hk
v . We

slightly alter this scheme to allow for edge features evu
between any two nodes u and v, taking a weighted mean,
hk−1
N (v) =

1
|N (v)|

∑
u∈N (v)

evu · hk−1
u . In order to use multiple

edge features, we learn to calculate the scalar evu from a
feature vector evu using a single-layer perceptron.

GraphLSTM LSTMs (Hochreiter & Schmidhuber, 1997)
are a class of recurrent neural architectures which use a
sequence of gates to keep track of both short- and long-term
dependencies in the data. Each of these gates usually ap-
plies weights via matrix multiplication; however, we instead
replace each of these linear transformations with a graph
convolution operation, specifically GraphSAGE, in order to
maintain the spatial structure of our inputs and jointly model
spatio-temporal dependencies. We refer to this modification
of the LSTM architecture as GraphLSTM.

Skip Connection The overall structure of our model (see
Figure 1) consists of an initial GraphSAGE layer with n = 3,
feeding into a GraphLSTM with embedded GraphSAGE,
followed by a final GraphSAGE layer also using n = 3. A
multi-layer perceptron with ReLU activation is applied to
finally generate a prediction. Rather than being fed only the
output of the GraphLSTM, the final GraphSAGE layer re-
cieves a concatenation of the output of the first GraphSAGE
layer and the LSTM. This skip connection is an important
contribution of our work, as it is found to speed stabilization
of the model and discourage underfitting.

Refinements In addition to the presented structure, in both
GraphSAGE layers, we make use of common ML tech-
niques including: 1) dropout, which randomly disables
nodes in the graph in order to discourage overfitting and
increase model robustness (Srivastava et al., 2014), and
2) residual connections, which concatenate raw inputs to
posterior layers in order to address the vanishing gradient
problem (He et al., 2016).

Loss Function The specific loss function we use is mean
absolute scaled error (MASE). To train the model we look
at the per-person error, i.e., we aggregate all geographical
regions and consider the absolute number of COVID-19
cases. Specifically,

Lt =
|
∑N−1

i=0 X̂ti −Xti|∑N−1
i=0 Xti

(1)

where N is the total number of geographical regions consid-
ered.

Table 1. Per-person and per-country MASE on the test data for
our model and each of the 5 compared approaches, including Lag
prediction.

MODEL PER-PERSON PER-COUNTRY

OUR MODEL 0.10 0.27
GCONVLSTM 0.83 2.15
GCONVGRU 0.78 1.59
DCRNN 0.83 2.15
GCLSTM 0.83 1.66
LAG 0.13 0.30

5. Results
We now apply our model1 to the task of COVID-19 fore-
casting. We start by explaining the dataset and training
procedure, and then discuss the results.

Dataset and Training Motivated by the dynamics of the
virus in Europe (Dye et al., 2020; Saglietto et al., 2020), we
select a use case consisting of daily new COVID-19 cases
for 37 European nations (N = 37) with more than 100k
inhabitants. We use new COVID-19 cases data from (Dong
et al., 2020) for the period 24 Jan. 2020 - 9 May 2021. We
use the first 377 days as training data, the following 47 days
as validation data, and the last 48 days as test data. Our
task consists of predicting the smoothed number2 of new
cases one week ahead (M = 7). We train our model by
individually passing the data from each of 21 consecutive
days (L = 21), beginning 28 days prior to our prediction
target, and use the output of the 21st day as our prediction.
The edges connecting countries are chosen based on prox-
imity, each node being assigned to its 3 nearest neighbors,
as determined by geodesic distance between landmass cen-
troids. We use a single edge feature (KW = 1), consisting
of the social connectivity score between two incident nations
according to (Facebook, 2021).

Baseline Comparison The results of running our model
on the aforementioned data are shown in Figure 2. We com-
pare our approach with four state-of-the-art models which
have been shown effective in similar spatial time series fore-
casting problems: GConvLSTM (Seo et al., 2018), GCon-
vGRU (Seo et al., 2018), DCRNN (Li et al., 2017), and
GCLSTM (Chen et al., 2018). We find that ours displays
significant improvements for the task of COVID-19 predic-
tion. We also compare against lag, which uses the last input
date as its prediction. This mechanism has strong results,
and though our model learns a similar lagged behaviour,
it yields a 20% reduction in loss over pure lag. Specific
numbers are presented in Table 1 for both our loss function,

1A repository with our code can be found at:
https://github.com/jjgarau/GNND

2Moving average over one week

https://github.com/jjgarau/GNND
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Figure 2. Predictions and labels for the test data, consisting of new COVID-19 cases in 37 European countries for the period 22 Mar. 2021
- 9 May 2021 (48 days).

per-person MASE, and per-country MASE, which is instead
calculated such that each nation weights equally regardless
of its total number of cases.

Application to Policy-making Both of the aforemen-
tioned metrics are useful for policy-making: per-person
MASE in cases of international policy-making, such as that
done by the EU; and per-country MASE in the case where
countries must put national policies in place. To better un-
derstand the real impact of our predictions, we also present
an illustration of the fraction of missed cases (i.e., under-
counting) in each country (Figure 3) when using our model
on the 48 days of test data. Although time series models
are usually trained with symmetric loss functions such as
MASE or MSE, their real-world impact might be asymmet-
ric, as in the case of COVID-19, where underprediction
might hamper preparedness. In our case, the fraction of
missed cases ranges from 0 to 0.16, and stays below 0.1 for
the majority of the countries.

Skip Connection Ablation Study To validate the efficacy
of our proposed skip connection, we perform an ablation test,
finding that the altered model achieves an inferior result of
0.76 for per-person MASE (1.68 per-country MASE). We
conclude that the skip connection plays a critical role in
learning the spatio-temporal patterns present in the data.

6. Conclusion and Future Work
In this paper, we presented a model which built upon ex-
isting approaches to COVID-19 prediction by further inte-

Figure 3. Fraction of missed cases on the 48 days of test data.

grating LSTMs and GNNs. The outputs of our model could
prove useful to policy-makers attempting to take preemptive
action by giving them improved knowledge of future evolu-
tion of the pandemic. Our model embeds the GraphSAGE
graph convolution operator in place of linear transforma-
tions within the gates of an LSTM to create GraphLSTM,
a module capable of jointly capturing spatio-temporal pat-
terns. We also propose a skip connection to solve common
challenges of time series modeling, which is shown to be an
important addition to the model. Our work also presents a
solution useful beyond the application of epidemiological
prediction. Numerous problems similarly rely on a graph
structure with node features changing in time. Future work
may also further capitalize on choice of data—while we
used only single edge and node features, there are certainly
other relevant factors potentially including hospital capacity,
poverty rates, and age demographics.
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