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ABSTRACT
Real-time traffic prediction from high-fidelity spatiotemporal traf-
fic sensor datasets is an important problem for intelligent trans-
portation systems and sustainability. However, it is challenging
due to the complex topological dependencies and high dynamism
associated with changing road conditions. In this paper, we pro-
pose a Latent Space Model for Road Networks (LSM-RN) to ad-
dress these challenges holistically. In particular, given a series of
road network snapshots, we learn the attributes of vertices in latent
spaces which capture both topological and temporal properties. As
these latent attributes are time-dependent, they can estimate how
traffic patterns form and evolve. In addition, we present an incre-
mental online algorithm which sequentially and adaptively learns
the latent attributes from the temporal graph changes. Our frame-
work enables real-time traffic prediction by 1) exploiting real-time
sensor readings to adjust/update the existing latent spaces, and 2)
training as data arrives and making predictions on-the-fly. By con-
ducting extensive experiments with a large volume of real-world
traffic sensor data, we demonstrate the superiority of our frame-
work for real-time traffic prediction on large road networks over
competitors as well as baseline graph-based LSM’s.
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1. INTRODUCTION
Recent advances in traffic sensing technology have enabled the

acquisition of high-fidelity spatiotemporal traffic datasets. For ex-
ample, at our research center, for the past five years, we have been
collecting data from 15000 loop detectors installed on the high-
ways and arterial streets of Los Angeles County, covering 3420
miles cumulatively (see the case study in [13]). The collected data
include several main traffic parameters such as occupancy, volume,
and speed at the rate of 1 reading/sensor/min. These large scale data
streams enable accurate traffic prediction, which in turn improves
route navigation, traffic regulation, urban planning, etc.

The traffic prediction problem aims to predict the future travel
speed of each and every edge of a road network, given the his-
torical speed readings from the sensors on these edges. To solve
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the traffic prediction problem, the majority of existing techniques
utilize the historical information of an edge to predict its future
travel-speed using regression techniques such as Auto-regressive
Integrated Moving Average (ARIMA) [18], Support Vector Regres-
sion (SVR) [20] and Gaussian Process (GP) [31]. There are also
studies that leverage spatial/topological similarities to predict the
readings of an edge based on its neighbors in either the Euclidean
space [10] or the network space [14]. Even though there are few
notable exceptions such as Hidden Markov Model (HMM) [14,28]
that predict traffic of edges by collectively inferring temporal in-
formation, these approaches simply combine the local information
of neighbors with temporal information. Furthermore, existing ap-
proaches such as GP and HMM are computationally expensive and
require repeated offline trainings. Therefore, it is very difficult to
adapt the models to real-time traffic forecasting.

Motivated by these challenges, we propose Latent Space Model-
ing for Road Networks (LSM-RN), which enables more accurate
and scalable traffic prediction by utilizing both topology similarity
and temporal correlations. Specifically, with LSM-RN, vertices of
dynamic road network are embedded into a latent space, where two
vertices that are similar in terms of both time-series traffic behavior
and the road network topology are close to each other in the la-
tent space. Recently, Latent Space Modeling has been successfully
applied to several real-world problems such as community detec-
tion [24, 29], link prediction [17, 33] and sentiment analysis [32].
Among them, the work on social networks [17, 24, 33] (hereafter
called LSM-SN) is most related to ours because in both scenarios
data are represented as graphs and each vertex of these graphs has
different attributes. However, none of the approaches to LSM-SN
are suitable for both identifying the edge and/or sensor latent at-
tributes in road networks and exploiting them for real-time traffic
prediction due to the following reasons.

First, road networks show significant topological (e.g., travel-
speeds between two sensors on the same road segment are sim-
ilar), and temporal (e.g., travel-speeds measured every 1 minute
on a particular sensor are similar) correlations. These correlations
can be exploited to alleviate the missing data problem, which is
unique to road networks, due to the fact that some road segments
may contain no sensors and any sensor may occasionally fail to re-
port data. Second, unlike social networks, LSM-RN is fast evolving
due to the time-varying traffic conditions. On the contrary, social
networks evolve smoothly and frequent changes are very unlikely
(e.g., one user changes its political preferences twice a day). In-
stead, in road networks, traffic conditions on a particular road seg-
ment can change rapidly in a short time (i.e., time-dependent) be-
cause of rush/non-rush hours and traffic incidents. Third, LSM-RN
is highly dynamic where fresh data come in a streaming fashion,
whereas the connections (weights) between nodes in social net-
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works are mostly static. The dynamic nature requires frequent
model updates (e.g., per minute), which necessitates partial up-
dates of the model as opposed to the time-consuming full updates
in LSM-SN. Finally, with LSM-RN, the ground truth can be ob-
served shortly after making the prediction (by measuring the actual
speed later in future), which also provides an opportunity to im-
prove/adjust the model incrementally (i.e., online learning).

With our proposed LSM-RN, each dimension of the embedded
latent space represents a latent attribute. Thus the attribute distri-
bution of vertices and how the attributes interact with each other
jointly determine the underlying traffic pattern. To enforce the
topology of road network, LSM-RN adds a graph Laplacian con-
straint which not only enables global graph similarity, but also com-
pletes the missing data by a set of similar edges with non-zero read-
ings. Subsequently, we incorporate the temporal properties into our
LSM-RN model by considering time-dependent latent attributes
and a global transition process. With these time-dependent latent
attributes and the transition matrix, we are able to better model how
traffic patterns form and evolve.

To infer the time-dependent latent attributes of our LSM-RN
model, a typical method is to utilize multiplicative algorithms [16]
based on Non-negative Matrix Factorization, where we jointly infer
the whole latent attributes via iterative updates until they become
stable, termed as global learning. However, global learning is not
only slow but also not practical for real-time traffic prediction. This
is because, traffic data are of high-fidelity (i.e., updates are frequent
in every one minute) and the actual ground-truth of traffic speed be-
comes available shortly afterwards (e.g., after making a prediction
for the next five minutes, the ground truth data will be available
instantly after five minutes). We thus propose an incremental on-
line learning with which we sequentially and adaptively learn the
latent attributes from the temporal traffic changes. In particular,
each time when our algorithm makes a prediction with the latent
attributes learned from the previous snapshot, it receives feedback
from the next snapshot (i.e., the ground truth speed reading we al-
ready obtained) and subsequently modifies the latent attributes for
more accurate predictions. Unlike traditional online learning which
only performs one single update (e.g., update one vertex per predic-
tion) per round, our goal is to make predictions for the entire road
network, and thus the proposed online algorithm allows updating
latent attributes of many correlated vertices simultaneously.

Leveraging global and incremental learning algorithms our LSM-
RN model can strike a balance between accuracy and efficiency for
real-time forecasting. Specifically, we consider a setting with a pre-
defined time window where at each time window (e.g., 5 minutes),
we learn our traffic model with the proposed incremental inference
approach on-the-fly, and make predictions for the next time span.
Meanwhile, we batch the re-computation of our traffic model at the
end of one large time window (e.g., one hour). Under this setting,
our LSM-RN model enables the following two properties: (1) real-
time feedback information can be seamlessly incorporated into our
framework to adjust for existing latent spaces, thus allowing for
more accurate predictions, and (2) our algorithms perform training
and predictions on-the-fly with small amount of data rather than
requiring large training datasets.

We conducted extensive experiments on a large scale of real-
world traffic sensor dataset. We demonstrated that the LSM-RN
framework achieves better accuracy than that of both existing time
series methods (e.g. ARIMA and SVR) and the LSM-SN approaches.
Moreover, we show that our algorithm scales to large road net-
works. For example, it only takes 4 seconds to make a prediction
for a network with 19,986 edges. Finally, we show that our batch
window setting works perfectly for streaming data, alternating the

executions of our global and incremental algorithms, which strikes
a compromise between prediction accuracy and efficiency. For in-
stance, incremental learning is one order of magnitude faster than
global learning, and it requires less than 1 seconds to incorporate
real-time feedback information.

The remainder of this paper is organized as follows. We discuss
the related work in Section 2 and define our problem in Section 3.
and explain LSM-RN in Section 4. We present the global learning
and increment learning algorithms, and discuss how to adapt our al-
gorithms for real-time traffic forecasting in Section 5. In Section 6,
we report the experiment results and conclude the paper afterwards.

2. BACKGROUND AND RELATED WORKS
2.1 Traffic analysis

Many studies have been conducted to address the traffic predic-
tion problem, but no single study so far has tackled all the chal-
lenges in a holistic manner. Some focused on missing values [19]
or missing sensors [30], but not both. Some studies [18, 31] uti-
lize temporal data which models each sensor (or edge) indepen-
dently and makes predictions using time series approaches (e.g.,
ARIMA [18], SVR [20] and GP [31]). For instance, Pan et. al. [18]
learns an enhanced ARIMA model for each edge in advance, and
then performs traffic prediction on top of these models. Very few
studies [14, 28] utilize spatiotemporal model with correlated time
series based on Hidden Markov Model, but only for small num-
ber of time series and not always using the network space as the
spatial dimension (e.g., using Euclidean space [10]). In [27], Xu
et. al. consider using the newly arrived data as feedback to reward
one classifier vs. the other but not for dynamically updating the
model. Note that many existing studies [5,12,25,28] on traffic pre-
diction are based on GPS dataset, which is different with the sensor
dataset, where we have fine-grained and steady readings from road-
equipped sensors. We are not aware of any study that applies latent
space modeling (considering both time and network topology) to
real-time traffic prediction from incomplete (i.e., missing sensors
and values) sensor datasets.

2.2 Latent space model and NMF
Recently, many real data analytic problems such as community

detection [24,29], recommendation system [6], topic modeling [22],
image clustering [4], and sentiment analysis [32], have been formu-
lated as the problem of latent space learning. These studies assume
that, given a graph, each vertex resides in a latent space with at-
tributes, and vertices which are close to each other are more likely
to be in the same cluster (e.g., community or topic) and form a link.
In particular, the objective is to infer the latent matrix by minimiz-
ing the difference (e.g., squared loss [29,32] or KL-divergence [4])
between observed and estimated links. However, existing methods
are not designed for the highly correlated (topologically and tem-
porally) and dynamic road networks. Few studies [21] have con-
sidered the temporal relationships in SN with the assumption that
networks evolve over time. The temporal graph snapshots in [21]
are treated separately and thus newly observed data are not incorpo-
rated to improve the model. Compared with existing works, we ex-
plore the feasibility of modeling road networks with time-varying
latent space. The traffic speed of a road segment is determined
by their latent attributes and the interaction between corresponding
attributes. To tackle the sparsity of road network, we utilize the
graph topology by adding a graph Laplacian constraint to impute
the missing values. In addition, the latent position of each vertex,
varies over time and allows for sudden movement from one times-
tamp to the next timestamp via a transition matrix.

Different techniques have been proposed to learn the latent prop-
erties, where Non-negative Matrix Factorization (NMF) is one of



the most popular methods thanks to ease of interpretability and flex-
ibility. In this work, we explore the feasibility of applying dynamic
NMF to traffic prediction domain. We design a global algorithm
to infer the latent space based on the traditional multiplicative al-
gorithm [9, 16]. We further propose a topology-aware incremental
algorithm, which adaptively updates the latent space representation
for each node in the road network with topology constraints. The
proposed algorithms differ from traditional online NMF algorithms
such as [3], which independently perform the online update.

Notations Explanations
N , n road network, number of vertices of the road network
G the adjacency matrix of a graph
U latent space matrix
B attribute interaction matrix
A the transition matrix
k the number of dimensions of latent attributes
T the number of snapshots
span the gap between two continuous graph snapshots
h the prediction horizon
λ, γ regularization parameters for graph Laplacian and transition process

Table 1: Notations and explanations

3. PROBLEM DEFINITION
We denote a road network as a directed graph N = (V, E),

where V is the set of vertices and E ∈ V × V is the set of edges,
respectively. A vertex vi ∈ V models a road intersection or an
end of road. An edge e(vi, vj), which connects two vertices, repre-
sents a directed network segment. Each edge e(vi, vj) is associated
with a travel speed c(vi, vj) (e.g., 40 miles/hour). In addition, N
has a corresponding adjacency matrix representation, denoted as
G, whose (i, j)th entry represents the edge weight between the ith

and jth vertices.
The road network snapshots are constructed from a large-scale,

high resolution traffic sensor dataset (see detailed description of
sensor data in Section 6). Specifically, a sensor s (i.e., a loop detec-
tor) is located at one segment of road network N , which provides
a reading (e.g., 40 miles/hour) per sampling rate (e.g., 1 min). We
divide one day into different intervals, where span is the length
of each time interval. For example, when span = 5 minutes, we
have 288 time intervals per day. For each time interval t, we ag-
gregate (i.e., average) the readings of one sensor. Subsequently, for
each edge segment of network N , we average all sensor readings
located at that edge as its weight. Therefore, at each timestamp t,
we have a road network snapshot Gt from traffic sensors.
Example. Figure 1 (a) shows a simple road network with 7 vertices
and 10 edges at one timestamp. Three sensors (i.e., s1, s2, s3) are
located in edges (v1, v2), (v3, v4) and (v7, v6) respectively, and
each sensor provides an aggregated reading during the time inter-
val. Figure 1(b) shows the corresponding adjacent matrix after
mapping the sensor readings to the road segments. Note that the
sensor dataset is incomplete with both missing values (i.e., sensor
fails to report data) and missing sensors (i.e., edges without any
sensors). Here sensor s3 fails to provide reading, thus the edge
weight of c(v3, v4) is ? due to missing value. In addition, the edge
weight of c(v3, v2) is marked as × because of missing sensors.

v1 v2

v3 v4

v5 v6

v7

s2:40

s3:?

s1:28.6

v1

v2

v3

v4

v5

v6

v7

v1 v2 v3 v4 v5 v6 v7

0   28.6   0   0   0   0   0

0      0      0      0      0      0      0      

0      x 0      ? 0      0      0      

0      x 0      0      x 0      0      

0      x 0      0      0      0      0      

0      x 0      0      0      0      x

0      0      0      0      0      40 0      

(a) An abstract road network N (b) Adjacency matrix representation G

Figure 1: An example of road network
Given a small number of road network snapshots, or a dynamic

road network, our objective is to predict the future traffic condi-
tions. Specifically, a dynamic road network, is a sequence of snap-
shots (G1, G2, · · · , GT ) with edge weights denoting time-dependent
travel speed.

With a dynamic road network, we formally define the problem
of edge traffic prediction with missing data as follows:

Problem 1 Given a dynamic road network (G1, G2, · · · , GT ) with
missing data at each timestamp, we aim to achieve the following
two goals:

• complete the missing data (i.e., both missing value and sen-
sor) of Gi , where 1 ≤ i ≤ T ;

• predict the future readings of GT+h, where h is the predic-
tion horizon. For example, when h = 1, we predict the traffic
condition of GT+1 at the next timestamp.

For ease of presentation, Table 1 lists the notations we use through-
out this paper. Note that since each dimension of a latent space
represents a latent attribute, we thus use latent attributes and latent
positions interchangeably.

4. LATENT SPACE MODEL FOR ROAD NET-
WORKS (LSM-RN)

In this section, we describe our LSM-RN model in the context
of traffic prediction. We first introduce the basic latent space model
(Section 4.1) by considering the graph topology, and then incorpo-
rate both temporal and transition patterns (Section 4.2). Finally, we
describe the complete LSM-RN model to solve the traffic predic-
tion problem with missing data (Section 4.3).

4.1 Topology in LSM-RN
Our traffic model is built upon the latent space model of the ob-

served road network. Basically, each vertex of road network have
different attributes and each vertex has an overlapping representa-
tion of attributes. The attributes of vertices and how each attribute
interacts with others jointly determine the underlying traffic pat-
terns. Intuitively, if two highway vertices are connected, their cor-
responding interaction generates a higher travel speed than that of
two vertices located at arterial streets. In particular, given a snap-
shot of road network G, we aim to learn two matrices U and B,
where matrix U ∈ Rn×k

+ denotes the latent attributes of vertices,
and matrix B ∈ Rk×k

+ denotes the attribute interaction patterns.
The product of UBUT represents the traffic speed between any
two vertices, where we use to approximate G. Note that B is an
asymmetric matrix since the road network G is directed. There-
fore, the basic traffic model which considers the graph topology
can be determined by solving the following optimization problem:

argmin
U≥0,B≥0

J = ||G− UBUT ||2F (1)

U

B U
T

G
≈ ×

n × n

×

n × k

k × k k × n

28.6

c(v1, v2) U(v1) U
T
(v2)B

2×2

= × ×0.6 0.1
0.450

20

15

30 0.5

highway business

(a) Basic model (b) Travel time of c(v1, v2)

Figure 2: An example of our traffic model, where G represents a road
network, U denotes the attributes of vertices in the road network, n is
number of nodes, and k is number of attributes, and B denotes how
one type of attributes interacts with others.

Similar Non-negative Tri-factorization frameworks have been uti-
lized in clustering [9], community detection [29] and sentimental
analysis [32]. Figure 2 (a) illustrates the intuition of our static traf-
fic model. As shown in Figure 2 (b), suppose we know that each



vertex is associated with two attributes (e.g., highway and business
area), and the interaction pattern between two attributes is encoded
in matrix B, we can accurately estimate the travel speed between
vertex v1 and v2, using their latent attributes and the matrix B.
Overcome the sparsity of Road Network. In our road network,
G is very sparse (i.e., zero entries dominate the items in G) for
the following reasons: (1) the average degree of a road network
is small [26], and thus the edges of road network is far from fully
connected, (2) the distribution of sensors is non-uniform, and only
a small number of edges are equipped with sensors; and (3) there
exists missing values (for those edges equipped with sensors) due
to the failure and/or maintenance of sensors.

Therefore, we define our loss function only on edges with ob-
served readings, that is, the set of edges with travel cost c(vi, vj) >
0. In addition, we also propose an in-filling method to reduce the
gap between the input road network and the estimated road net-
work. We consider graph Laplacian dynamics, which is an effec-
tive smoothing approach for finding global structure similarity [15].
Specifically, we construct a graph Laplacian matrix L, defined as
L = D −W , where W is a graph proximity matrix that is con-
structed from the network topology, and D is a diagonal matrix
Dii =

∑
j(Wij). With these new constraints, our traffic model for

one snapshot of road network G is expressed as follows:

argmin
U,B

J = ||Y � (G− UBUT )||2F + λTr(UTLU), (2)

where Y is an indication matrix for all the non-zero entries in G,
i.e, Yij = 1 if and only if G(i, j) > 0; � is the Hadamard product
operator, i.e., (X � Z)ij = Xij × Zij ; and λ is the Laplacian
regularization parameter.

4.2 Time in LSM-RN
Next, we will incorporate the temporal information, including

time-dependent modeling of latent attributes and the temporal tran-
sition. With this model, each vertex is represented in a unified latent
space, where each dimension either represents a spatial or temporal
attribute.

4.2.1 Temporal effect of latent attributes
The behavior of the vertices of road networks may evolve quickly.

For instance, the behavior of a vertex that is similar to that of a high-
way vertex during normal traffic condition, may become similar to
that of an arterial street node during congestion hours. Because
the behavior of each vertex can change over time, we must employ
a time-dependent modeling for attributes of vertices for real-time
traffic prediction. Therefore, we add the time-dependent effect of
attributes into our traffic model. Specifically, for each t ≤ T , we
aim to learn a corresponding time-dependent latent attribute rep-
resentation Ut. Although the latent attribute matrix Ut is time-
dependent, we assume that the attribute interaction matrix B is an
inherent property, and thus we opt to fix B for all timestamps. By
incorporating this temporal effect, we obtain our model based on
the following optimization problem:

argmin
Ut,B

J =
T∑

t=1

||Yt � (Gt − UtBUT
t )||2F +

T∑
t=1

λTr(UtLU
T
t )

(3)
4.2.2 Transition matrix

Due to the dynamics of traffic condition, we aim to learn not only
the time-dependent latent attributes, but also a transition model
to capture the evolving behavior from one snapshot to the next.
The transition should capture both periodic evolving patterns (e.g.,
morning/afternoon rush hours) and non-recurring patterns caused
by traffic incidents (e.g., accidents, road construction, or work zone
closures). For example, during the interval of an accident, a vertex

transition from the normal state to the congested at the beginning,
then become normal again after the accident is cleared.

We thus assume a global process to capture the state transitions.
Specifically, we use a matrix A that approximates the changes of
U between time t − 1 to time t, i.e., Ut = Ut−1A, where U ∈
Rn×k

+ , A ∈ Rk×k
+ . The transition matrix A represents how likely

a vertex is to transit from attribute i to attribute j from timestamp
1 to timestamp T .

4.3 LSM-RN Model
Considering all the above discussions, the final objective func-

tion for our LSM-RN model is defined as follows:

argmin
Ut,B,A

J =
T∑

t=1

||Yt � (Gt − UtBUT
t )||2F +

T∑
t=1

λTr(UtLU
T
t )+

T∑
t=2

γ||Ut − Ut−1A||2F
(4)

where λ and γ are the regularization parameters.
By solving Eq. 4, we obtain the learned matrices of Ut, B and A

from our LSM-RN model. Consequently, the task of both missing
value and sensor completion can be accomplished by the following:

Gt =UtBUT
t , when 1 ≤ t ≤ T . (5)

Subsequently, the edge traffic for snapshot GT+h (where h is the
number of future time spans) can be predicted as follows:

GT+h =(UTAh)B(UTAh)T (6)

5. LEARNING&PREDICTION BY LSM-RN
In this section, we first present a typical global multiplicative

algorithm to infer the LSM-RN model, and then discuss a fast in-
cremental algorithm that scales to large road networks.

5.1 Global learning algorithm
We develop an iterative update algorithm to solve Eq. 4, which

belongs to the category of traditional multiplicative update algo-
rithm [16]. By adopting the methods from [16], we can derive the
update rule of Ut, B and A. The details of derivation can be found
in the technical report [8].

Lemma 1 The Update rule of Ut, B and A can be expressed as
follows:

(Ut)←(Ut)�( (Yt �G)(UtB
T + UtB) + λWUt + γ(Ut−1A+ Ut+1A

T )

(Yt � UtBUT
t )(UtBT + UtB) + λDUt + γ(Ut + UtAAT )

) 1
4

(7)

B ← B �
( ∑T

t=1 U
T
t (Yt �Gt)Ut∑T

t=1 U
T
t (Yt � (UtBUT

t ))Ut

)
(8)

A← A�
( ∑T

t=1 U
T
t−1Ut∑T

t=1 U
T
t−1Ut−1A

)
(9)

Algorithm 1 outlines the process of updating each matrix using
aforementioned multiplicative rules to optimize Eq. 4. The general
idea is to jointly infer and cyclically update all the latent attribute
matrices Ut, B and A. In particular, we first jointly learn the la-
tent attributes for each time t from all the graph snapshots (Lines
3–4). Based on the sequence of time-dependent latent attributes
(i.e., U1, U2, · · · , UT ), we then learn the global attribute interac-
tion pattern B and the transition matrix A (Lines 5–6).

From Algorithm 1, we now explain how our LSM-RN model
jointly learns the spatial and temporal properties. Specifically, when



we update the latent attribute of one vertex Ut(i), the spatial prop-
erty is preserved by (1) considering the latent positions of its ad-
jacent vertices (Yt � Gt), and (2) incorporating the local graph
Laplacian constraint (i.e., matrix W and D). Moreover, the tem-
poral property of one vertex is then captured by leveraging its la-
tent attribute in the previous and next timestamps (i.e., Ut−1(i) and
Ut+1(i)), as well as the transition matrix.

Algorithm 1 Global-learning(G1, G2, · · · , GT )
Input: graph matrix G1, G2, · · · , GT .
Output: Ut (1 ≤ t ≤ T ), A and B.

1: Initialize Ut, B and A
2: while Not Convergent do
3: for t = 1 to T do
4: update Ut according to Eq. 7
5: update B according to Eq. 8
6: update A according to Eq. 9

In the following, we briefly discuss the time complexity and con-
vergence of global learning algorithm. From Lemma 1 In each it-
eration, the computation is dominated by matrix multiplication op-
erations. Therefore, the worst case time complexity per iteration is
dominated by O(T (nk2 + n2k)). In practice , we opt to choose
a low-rank latent space representation, where k is a small number
(e.g., 20). In terms of convergence, followed the proof shown in
previous works [4,16,32], we can prove that Algorithm 1 converges
into a local minimal and the objective value is non-increasing in
each iteration.

5.2 Incremental learning algorithm
The intuition behind our incremental algorithm is based on the

observation that each time when we make a prediction for the next
five minutes, the ground truth reading will be available immediately
after five minutes. This motivates us to adjust the latent position of
each vertex so that the prediction is closer to the ground truth. On
the other hand, it is not necessary to perform the latent position ad-
justment for each vertex. This is because during a short time inter-
val, the overall traffic condition of the whole network tends to stay
steady, and the travel cost of most edges changes at a slow pace,
although certain vertices can go through obvious variations. There-
fore, instead of recomputing the latent positions of all the vertices
from scratch at every time stamp, we perform a “lazy" update. In
particular, to learn the latent space Ut, the incremental algorithm
utilizes the latent space we have already learned in the previous
snapshot (i.e., Ut−1), makes predictions for the next snapshot (i.e.,
Gt), and then conditionally adjusts latent attributes of a subset of
vertices based on the changes of traffic condition.

5.2.1 Framework of incremental algorithm
Algorithm 2 presents the pseudo-code of incremental learning

algorithm. Initially, we learn the latent space of U1 from our global
multiplicative algorithm (Line 1). With the learned latent matrix
Ut−1, at each time stamp t between 2 and T , our incremental up-
date consists of the following two components: 1) identify candi-
date vertices based on feedbacks (Lines 3-8); 2) update their la-
tent attributes and propagate the adjustment from one vertex to its
neighbors (Line 9). As outlined in Algorithm 2, given Ut−1 and
Gt, we first make an estimation of Ĝt based on Ut−1 (Line 3).
Subsequently, we use Gt as the feedback information, select the
set of vertices where we make inaccurate predictions, and insert
them into a candidate set cand (Lines 4-8). Consequently, we up-
date Ut based on the learned latent matrix Ut−1, the ground truth
observation Gt and candidate set cand (Line 9). After that, we
learn the global transition matrix A (Line 10).

5.2.2 Topology-aware incremental update
Given Ut−1 and Gt, we now explain how to calculate Ut incre-

mentally from Ut−1 with the candidate set cand, with which we
can accurately approximate Gt. The main idea is similar to an on-
line learning process. At each round, the algorithm predicts an out-
come for the required task (i.e., predict the speed of edges). Once
the algorithm makes a prediction, it receives feedback indicating
the correct outcome. Then, the online algorithm can modify its
prediction mechanism for better predictions on subsequent times-
tamps. In our scenario, we first use the latent attribute matrix Ut−1

to predict Gt as if we do not know the observation, subsequently
we adjust the model of Ut according to the true observation of Gt

we already have in hand.
However, in our problem, we are making predictions for the en-

tire road network, not for a single edge. When we predict for one
edge, we only need to adjust the latent attributes of two vertices,
whereas in our scenario we need to update the latent attributes for
many correlated vertices. Therefore, the effect of adjusting the la-
tent attribute of one vertex can potentially affect its neighboring
vertices, and influence the convergence speed of incremental learn-
ing. Hence, the adjustment order of vertices is very important.

Algorithm 2 Incremental-Learning(G1, G2, · · · , GT )
Input: graph matrix G1, G2, · · · , GT .
Output: Ut (1 ≤ t ≤ T ), A and B.

1: (U1, B)←Global-learning(G1 )
2: for t = 2 to T do
3: Ĝt ← Ut−1BUT

t−1 (prediction)
4: cand← ∅ (a subset of vertices to be updated)
5: for each i ∈ G do
6: for each j ∈ out(i) do
7: if |Gt(i, j)− ̂Gt(i, j)| ≥ δ then
8: cand← cand ∪ {i, j}
9: Ut ← Incremental-Update(Ut−1 , Gt, cand) (See Section 5.2.2)

10: Iteratively learn transition matrix A using Eq. 9 until A converges

Algorithm 3 Incremental-Update(Ut−1, Gt, cand)
Input: the latent matrix Ut−1, observed graph reading Gt, candidate set
cand, hyper-parameters δ and τ
Output: Updated latent space Ut.

1: Ut ← Ut−1

2: while Not Convergent AND cand /∈ ∅ do
3: order cand from the reverse topological order
4: for i ∈ cand do
5: oldu← Ut(i)
6: for each j ∈ out(i) do
7: adjust Ut(i) with Eq. 11
8: if ||Ut(i)− oldu||2F ≤ τ then
9: cand← cand \ {i}

10: for each j ∈ out(i) do
11: p← Ut(i)BUt(j)
12: if |p−Gt(i, j)| ≥ δ then
13: cand← cand ∪ {j}

Algorithm 3 presents the details of updating Ut incrementally
from Ut−1. For each vertex i of cand, we adjust its latent position
so that we could make more accurate predictions (Line 7) and then
examine how this adjustment would influence the candidate task set
from the following two aspects: (1) if the latent attribute of i does
not change much, we remove it from the set of cand (Lines 8-9);
(2) if the adjustment of i also affects its neighbor j, we add vertex
j to cand (Lines 10-13).

The remaining questions in our Incremental-Update algorithm
are how to adjust the latent position of one vertex according to feed-
backs, and how to decide the order of update. In the following, we
address each of them.
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Adjusting latent attribute of one vertex. To achieve high effi-
ciency of adjusting the latent attribute, we propose to make the
smallest changes of the latent space (as fast as possible) to pre-
dict the correct value. For example, as shown in Figure 3 (a), sup-
pose we already know the new latent position of v1, then fewer step
movement (Option 1) is preferable than gradual adjustment (Option
2). Note that in our problem, when we move the latent position of
a vertex to a new position, the objective of this movement is to
produce a correct prediction for each of its outgoing edges. Specif-
ically, given Ut−1(i), we want to find Ut(i) which could accurately
predict the weight of each edge e(vi, vj) that is adjacent to vertex
vi. We thus formulate our problem as follows:

Ut(i), ξ
∗ = arg min

U(i)∈Rk
+

1

2
||U(i)− Ut−1(i)||2F + Cξ

s.t. |U(i)BUT (j)−Gt(i, j)| ≤ δ + ξ,

(10)

where ξ is a non-negative slack variable, C > 0 is a parameter
which controls the trade-off between being conservative (do not
change the model too much) and corrective (satisfy the constraint),
and δ is a precision parameter.

Note that we have non-negativity constraint over the latent space
of Ut(i). We thus adopt the approaches from [3]: When the pre-
dicted value ŷt (i.e., Ut(i)BUT

t (j)) is less than the correct value yt
(i.e., Gt(i, j)), we use the traditional online passive-aggressive al-
gorithm [7] because it guarantees the non-negativity of U(i); Oth-
erwise, we update U(i) by solving a quadratic optimization prob-
lem. The detailed solution is as follows:

Ut(i) = max(Ut−1(i) + (k∗ − θ∗) ·BUt−1(j)
T , 0) (11)

k∗ and θ∗ are computed as follows:⎧⎨
⎩

k∗ = αt, θ∗ = 0 if ŷt < yt
k∗ = 0, θ∗ = C if ŷt > yt and f(C) ≥ 0
k∗ = 0, θ∗ = f−1(0) if ŷt > yt and f(C) < 0

(12)

where

αt = min
(
C,

max(|ŷt − yt| − δ, 0)

||BUt−1(j)T ||2
)

ft(θ) = max
(
Ut(i) − θBUt(j)

T , 0
) ·BUt(j)

T −Gt(i, j)− δ

Updating order of cand. As we already discussed, the update
order is important because it influences the convergence speed of
our incremental algorithm. Take the example of the road network
shown in Figure 1, suppose our initial cand contains three vertices
v7, v6 and v2, where we have two edges e(v7, v6) and e(v6, v2). If
we randomly choose the update sequence as < v7, v6, v2 >, that
is, we first adjust the latent attribute of v7 so that c(v7, v6) has a
correct reading; subsequently we adjust the latent attribute of v6 to
correct our estimation of c(v6, v2). Unfortunately,the adjustment of
v6 could influence the correction we have already made to v7, thus
leading to an inaccurate estimation of c(v7, v6) again. A desirable
order is to update vertex v6 before updating v7.

Therefore, we propose to consider the reverse topology of road
network when we update the latent position of each candidate ver-
tex v ∈ cand. The general principle is that: given edge e(vi, vj),
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Figure 4: A batch window framework for real-time forecasting.

the update of vertex vi should be proceeded after the update of vj ,
because the position of vi is dependent on vj . This motivates us
to derive a reverse topological order in the graph of G. Unfortu-
nately, the road network G is not a Directed Acyclic Graph (DAG),
and contains cycles. To address this issue, we first generate a con-
densed super graph where we contract each Strongly Connected
Component (SCC) of the graph G as a super node. We then derive
a reverse topological order based on this condensed graph. For the
vertex order in each SCC, we generate an ordering of vertices inside
each SCC by random algorithms or some heuristics. Figure 3(b)
shows an example of ordering for the road network of Figure 1,
where each rectangle represents a SCC. After generating a reverse
topological order based on the contracted graph and randomly or-
dering the vertices within each SCC, we obtain one final ordering
< v2, v6, v7, v1, v5, v4, v3 >. Each time when we update the latent
attributes of cand, we follow this ordering of vertices.

Time complexity. For each vertex i, the computational complexity
of adjusting its latent attributes using Eq. 11 is O(k), where k is
number of attributes. Therefore, to compute latent attributes u, the
time complexity per iteration is O(kT (Δn + Δm)), where Δn
is number of candidate vertex in cand, and Δm is total number
of edges incident to vertices in cand. In practice, Δn � n and
Δm � m � n2. In addition, the SCC can be generated in linear
time O(m+n) via Tarjan’s algorithm [23]. Therefore, we conclude
that the computational cost per iteration is significantly reduced us-
ing Algorithm 2 as compared to using the global learning approach.

5.3 Real-time forecasting
In this section, we discuss how to apply our learning algorithms

to real-time traffic prediction, where the sensor reading is received
in a streaming fashion. In practice, if we want to make a predic-
tion for the current traffic, we cannot afford to apply our global
learning algorithm to all the previous snapshots because it is com-
putationally expensive. Moreover, it is not always true that more
snapshots would yield a better prediction performance. The alter-
native method is to treat each snapshot independently: i.e., each
time we only apply our incremental learning algorithm for the most
recent snapshot, and then use the learned latent attribute to predict
the traffic condition. Obviously, this might yield poor prediction
quality as it totally ignores the temporal transitions.

To achieve a good trade-off between the above two methods, we
propose to adapt a sliding window setting for the learning of our
LSM-RN model, where we apply incremental algorithm at each
timestamp during one time window, and only run our global learn-
ing algorithm at the end of one time window. As shown in Figure 4,
we apply our global learning at timestamps T (i.e., the end of one
time window), which learns the time-dependent latent attributes for
the previous T timestamps. Subsequently, for each timestamp T+i
between [T, 2T], we apply our incremental algorithm to adjust the
latent attribute and make further predictions: i.e., we use UT+i to
predict the traffic of GT+(i+1). Each time we receive the true ob-
servation of GT+(i+1), we calculate UT+(i+1) via the incremental
update from Algorithm 3. The latent attributes U2T will be re-
computed at timestamp 2T (the end of one time window), and the
U2T would be used for the next time window [2T, 3T ].



Figure 5: Sensor distribution and Los Angeles road network.

6. EXPERIMENT
6.1 Dataset

We used a large-scale high resolution (both spatial and tempo-
ral) traffic sensor (loop detector) dataset collected from Los Ange-
les county highways and arterial streets. This dataset includes both
inventory and real-time data for 15000 traffic sensors covering ap-
proximately 3420 miles. The sampling rate of the data, which pro-
vides speed, volume (number of cars passing from sensor locations)
and occupancy, is 1 reading/sensor/min. We have been collecting
and archiving this sensor dataset continuously since 2010.

We chose sensor data between March and April in 2014 for our
experiments, which include more than 60 million records of read-
ings. As for the road network, we used Los Angeles road net-
work which was obtained from HERE Map dataset [11]. We con-
structed two subgraphs of Los Angeles road network, termed as
SMALL and LARGE. The SMALL (resp. LARGE) network con-
tains 5984 (resp. 8242) vertices and 12538 (resp. 19986) edges.
As described in Section 3, the sensor data are mapped to the road
network, where 1642 (resp. 4048) sensors are mapped to SMALL
(resp. LARGE). Figure 5 shows sensors locations and road network
segments, where the green lines depict the sensors, and blue lines
represent the road network segments. After mapping the sensor
data, we have two months of network snapshots for both SMALL
and LARGE.
6.2 Experimental setting
6.2.1 Algorithms

Our methods are termed as LSM-RN-All (i.e., global learning
algorithm) and LSM-RN-Inc (i.e., incremental learning algorithm).

For edge traffic prediction, we compare with LSM-RN-Naive,
where we adapted the formulations from LSM-SN ( [29] and [21])
by simply combining the topology and temporal correlations. In
addition, LSM-RN-Naive uses a Naive incremental learning strat-
egy in [21], which independently learns the latent attributes of each
timestamp first, then the transition matrix. We also compare our
algorithms with two representative time series prediction methods:
a linear model (i.e., ARIMA [18]) and a non-linear model (i.e.,
SVR [20]). We train each model independently for each time se-
ries with historical data. In addition, because these methods will be
affected negatively due to the missing values during the prediction
stages (i.e, some of the input readings for ARIMA and SVR could
be zero), for fair comparison we consider ARIMA-Sp and SVR-Sp,
which use the completed readings from our global learning algo-
rithm. We also implemented the Tensor method [1, 2], however, it
cannot address the sparsity problem of our dataset and thus produce
meaningless results (most of the prediction values are close to 0).

For missing-value completion, we compare our algorithms with
two methods: (1) KNN [10], which uses the average values of the
nearby edges in Euclidean distance as the imputed value, (2) LSM-
RN-Naive, which independently learns the latent attributes of each
snapshot, then uses them to approximate the edge readings.

To evaluate the performance of online prediction, we consider
the scenario of a batch-window setting described in Section 5.3.

Table 2: Experiment parameters
Parameters Value range
T 2, 4, 6, 8, 10, 12
span 5, 10, 15, 20, 25, 30
k 5, 10, 15, 20, 25, 30
λ 2−7, 2−5, 2−3, 2−1, 21,23, 25

γ 2−7,2−5, 2−3, 2−1, 21, 23, 25

Considering a time window [0, 2T ], we first batch learn the latent
attributes of UT and transition matrix A from [0, T ], we then se-
quentially predict the traffic condition for the timestamps during
[T +1, 2T ]. Each time when we make a prediction, we receive the
true observations as the feedback. We compare our Incremental al-
gorithm (Inc), with three baseline algorithms: Old, LSM-RN-Naive
and LSM-RN-All. Specifically, to predict GT+i, LSM-RN-Inc uti-
lizes the feedback of GT+(i−1) to adjust the time-dependent latent
attributes of UT+(i−1), whereas Old does not consider the feed-
back, and always uses latent attributes UT and transition matrix
A from the previous time window. On the other hand, LSM-RN-
Naive ignores the previous snapshots, and only applies the infer-
ence algorithm to the most recent snapshot GT+(i−1) (aka Mini-
batch). Finally, LSM-RN-All applies the global learning algorithm
consistently to all historical snapshots (i.e., G1 to GT+(i−1)) and
then makes a prediction (aka Full-batch).

6.2.2 Configurations and measures.
We selected two different time ranges that represent rush hour

(i.e., 7am-8am) and non-rush hour (i.e., 2pm-3pm), respectively.
For the task of missing value completion, during each timestamps
of one time range (e.g., rush hour), we randomly selected 20% of
values as unobserved and manipulated them as missing 1, with the
objective of completing those missing values. For each traffic pre-
diction task at one particular timestamp (e.g., 7:30 am), we ran-
domly selected 20% of the values as unknown and use them as
ground-truth values.

We varied the parameters T and span: where T is the number
of snapshots, and span is time gap between two continuous snap-
shots. We also varied k, λ, and γ, which are parameters of our
model. The default settings (shown with bold font) of the experi-
ment parameter are listed in Table 2. Because of space limitations,
the results of varying γ are not reported, which are similar to result
of varying λ. We use Mean Absolute Percentage Error (MAPE) and
Root Mean Square Error (RMSE) to measure the accuracy. In the
following we only report the experiment results based on MAPE,
the experiment results based on RMSE are reported in the technical
report [8]. Specifically, MAPE is defined as follows:

MAPE = (
1

N

N∑
i=1

|yi − ŷi|
yi

)

With ARIMA and SVR, we use the dataset of March to train a
model for each edge, and use 5-fold cross-validation to choose the
best parameters. All the tasks of missing value completion and edge
traffic prediction tasks are conducted on April data. We conducted
our experiments with C++ on a Linux PC with i5-2400 CPU @
3.10G HZ and 24GB memory.

6.3 Comparison with edge traffic prediction
6.3.1 One-step ahead prediction

The experimental results of SMALL are shown in Figures 6 (a)
and (b). Among all the methods, LSM-RN-All and LSM-RN-Inc
achieve the best results, and LSM-RN-All performs slightly better

1Note that missing values are plenty in our dataset, especially for
arterials. However, we needed ground-truth for evaluation purposes
and that is why we generated missing values artificially.
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Figure 6: One-step ahead prediction MAPE

than LSM-RN-Inc. This demonstrates the effectiveness of time-
dependent latent attributes and the transition matrix. We observe
that without imputing of missing values, time series prediction tech-
niques (i.e., ARIMA and SVR) perform much worse than LSM-
RN-All and LSM-RN-Inc. Meanwhile, LSM-RN-Naive, which
separately learns the latent attributes of each snapshot, cannot achieve
good prediction results as compared to LSM-RN-All and LSM-
RN-Inc. This indicates that simply combining topology and time is
not enough for accurate predictions. We note that even with com-
pleted readings, the accuracy of SVR-Sp and ARIMA-Sp is worse
than that of LSM-RN-All and LSM-RN-Inc. One reason is that
simply combining the spatial and temporal properties does not nec-
essarily yield a better performance. Another reason is that both
SVR-Sp and ARIMA-Sp also suffer from missing data during the
training stage, which results in less accurate predictions. In the
technical report [8], we show how the ratio of missing data would
influence the prediction performance. Finally, we observe that SVR
is more robust than ARIMA when encountering missing values:
i.e., ARIMA-Sp performs significantly better than ARIMA, while
the improvement of SVR-Sp over SVR is marginal. This is because
ARIMA is a linear model which mainly uses the weighted average
of the previous readings for prediction, while SVR is a non-linear
model that utilizes a kernel function. Figures 6 (c) and (d) show the
experiment results on LARGE, the trend is similar to SMALL.
6.3.2 Multi-steps ahead prediction

We now present the experiment results on long-term predictions,
with which we predict the traffic conditions for the next 30 min-
utes (i.e., h = 6). The prediction accuracy of different methods on
SMALL are shown in Figures 7 (a) and (b). Although LSM-RN-
All and LSM-RN-Inc still outperform other methods, the margin
between our methods and the baselines is narrower. The reason is
that: when we make long-term predictions, we use the predicted
values from the past for future prediction. This leads to the prob-
lem of error accumulation, i.e., errors incurred in the past are prop-
agated into future predictions. We observe the similar trends on
LARGE, the results are reported in Figures 7 (c) and (d).
6.4 Comparison for missing value completion

In this set of experiments, we evaluate the completion accuracy
of different methods. Due to space limitation, we only report the
experiment results on LARGE in Figures 8 (a) and (b), and the
effects on SMALL are similar. We observe that both LSM-RN-
All and LSM-RN-Inc achieve much lower errors than that of other
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methods. This is because LSM-RN-All and LSM-RN-Inc capture
both spatial and temporal relationships, while LSM-RN-Naive and
KNN only use spatial property. LSM-RN-All performs better than
LSM-RN-Inc by jointly inferring all the latent attributes. On the
other hand, we note that LSM-RN-Naive and KNN have similar
performances, which is inferior to our methods. This also indi-
cates that utilizing both spatial and temporal properties yields a
larger gain than only utilizing the spatial property. As shown in
Figure 8(b), the completion performance during the non-rush hour
is better as compared to the rush hour time. This is because dur-
ing rush hour range, the traffic condition is more dynamic, and the
underlying pattern and transition changes frequently.

6.5 Scalability
Table 3: Running time comparisons. For ARIMA and SVR, the train-
ing time cost is the total training time for all the edges for one-step
ahead prediction, and the prediction time is the average prediction time
per edge per query.

data SMALL LARGE
train (s) pred.(ms) train (s) pred. (ms)

LSM-RN-Naive - 1353 - 29439
LSM-RN-All - 869 - 14247
LSM-RN-Inc - 407 - 4145

ARIMA 484 0.00015 987 0.00024
SVR 47420 0.00042 86093.99 0.00051

Table 3 shows the running time of different methods. Although
ARIMA and SVR are fast in each prediction, they require large
volume of training data and have much higher training time, which
can be a problem for real systems. On the contrary, our methods do
not require extra training data, i.e., our methods efficiently train and
predict at the same time. Among them, LSM-RN-Inc is the most



efficient approach: it only takes less than 500 milliseconds to learn
the time-dependent latent attributes and make predictions for all the
edges of the road network. This is because our incremental learn-
ing algorithm conditionally adjusts the latent attributes of certain
vertices, and utilizes the topological order that enables fast conver-
gence. Even for the LARGE dataset, LSM-RN-Inc takes less than
five seconds, which is acceptable considering that the span between
two snapshots is at least five minutes in practice. This demonstrates
that LSM-RN-Inc scales well to large road networks. Regarding
LSM-RN-All and LSM-RN-Naive, they both require much longer
running time than that of LSM-RN-Inc. In addition, LSM-RN-All
is faster than LSM-RN-Naive. This is because LSM-RN-Naive in-
dependently runs the global learning algorithm for each snapshot T
times, while LSM-RN-All only applies global learning for all the
snapshots once.
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Convergence analysis. Figures 9 (a) and (b) report the conver-
gence rate of iterative algorithm LSM-RN-All on both SMALL and
LARGE. As shown in Figure 9, LSM-RN-All converges very fast:
when the number of iterations is around 20, our algorithm tends to
converge in terms of our objective value in Eq. 4.

6.6 Comparison for real-time forecasting
In this set of experiments, we evaluate our online setting algo-

rithms. Due to space limitation, we only report the experiment
results on LARGE. As shown in Figures 10 (a) and (b), LSM-RN-
Inc achieves comparable accuracy with LSM-RN-All (Full-batch).
This is because LSM-RN-Inc effectively leverages the real-time
feedback to adjust the latent attributes. We observe that LSM-
RN-Inc performs much better than Old and LSM-RN-Naive (Mini-
batch), which ignore either the feedback information (i.e., Old) or
the previous snapshots (i.e., LSM-RN-Naive). One observation is
that Old performs better than LSM-RN-Naive for the initial times-
tamps, whereas Old surpasses Mini-batch at the later timestamps.
This indicates that the latent attributes learned in the previous time-
window are more reliable for predicting the near-future traffic con-
ditions, but may not be good for long-term predictions because of
the error accumulation problem.

Figures 11 (a) and (b) show the running time comparisons of
different methods. One important observation from this experi-
ment is that LSM-RN-Inc is the most efficient approach, which is
on average two times faster than LSM-RN-Naive and one order of
magnitude faster than LSM-RN-All. This is because LSM-RN-Inc
performs a conditional latent attribute update for vertices within a
small portion of road network, whereas LSM-RN-Naive and LSM-
RN-All both recompute the latent attributes from at least one entire
road network snapshot. Since in the real-time setting, LSM-RN-
All utilizes all the up-to-date snapshots and LSM-RN-Naive only
considers the most recent single snapshot, LSM-RN-Naive is faster
than LSM-RN-All. We observe that LSM-RN-Inc only takes less
than 1 second to incorporate the real-time feedback information,
while LSM-RN-Naive and LSM-RN-All take much longer.

Therefore, we conclude that LSM-RN-Inc achieves a good trade-
off between prediction accuracy and efficiency, which is applicable
for real-time traffic prediction applications.
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6.7 Varying parameters of our methods
In this section, we evaluate the performance of our methods by

varying the parameters of our model. Due to space limitation, we
only show the experimental results on SMALL.

6.7.1 Effect of varying T
Figure 12 (a) and Figure 12 (b) show the prediction performance

and the running time of varying T , respectively. We observe that
with more snapshots, the prediction error decreases. In particular,
when we increase T from 2 to 6, the results improve significantly.
However, the performance tends to stay stable at T ≥ 6. This in-
dicates that fewer snapshots (i.e., two or less) are not enough to
capture the traffic patterns and the evolving changes. On the other
hand, more snapshots (i.e., more historical data) do not necessarily
yield better gain, considering the running time increases when we
have more snapshots. Therefore, to achieve a good trade-off be-
tween running time and prediction accuracy, we suggest to use at
least 6 snapshots, but no more than 12 snapshots.
6.7.2 Effect of varying span

The results of varying span are shown in Figure 13. Clearly,
as the time gap between two snapshots increases, the performance
declines. This is because when span increases, the evolving pro-
cess of underlying traffic may not evolve smoothly, the transition
process learned in the previous snapshot is not applicable for the
future. Fortunately our sensor dataset usually have high-resolution,
so it is better to use smaller span to learn the latent attributes. In
addition, span does not affect the running time of either algorithms.

6.7.3 Effect of varying k and λ

Figure 14 (a) shows the effect of varying k. We observe that:
(1) we achieve better results with increasing number of latent at-
tributes; (2) the performance is stable when k ≥ 20. This indicates
that a low-rank latent space representation can already capture the
attributes of the traffic data. In addition, our results show that when
the number of latent attributes is small (i.e., k ≤ 30), the running
time increases with k but does not change much when we vary k
from 5 to 30. Therefore, setting k to 20 achieves a good balance
between computational cost and accuracy.

Figure 14 (b) depicts the effect of varying λ, which is the regular-
ization parameter for our graph Laplacian dynamics. We observe
that the graph Laplacian has a larger impact on LSM-RN-All al-



gorithm than on LSM-RN-Inc. This is because λ controls how the
global structure similarity contributes to latent attributes and LSM-
RN-All jointly learns those time-dependent latent attribute, thus λ
has larger effect on LSM-RN-All. In contrast, LSM-RN-Inc adap-
tively updates the latent positions of a small number of changed
vertices in limited localized view, and thus is less sensitive to the
global structure similarity than LSM-RN-All. In terms of parame-
ters choices, λ = 2 and λ = 8 yields best results for LSM-RN-All
and LSM-RN-Inc, respectively.
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Figure 14: Effect of varying k and λ, where k is number of latent
attributes, and λ is the graph regularization parameter.

7. CONCLUSION
In this paper, we studied the problem of real-time traffic pre-

diction using real-world sensor data for road networks. We pro-
posed LSM-RN, where each vertex is associated with a set of la-
tent attributes that captures both topological and temporal proper-
ties of road networks. We showed that the latent space modeling of
road networks with time-dependent weights accurately estimates
the traffic patterns and their evolution over time. To efficiently
infer these time-dependent latent attributes, we developed an in-
cremental online learning algorithm which enables real-time traffic
prediction for large road networks. With extensive experiments we
verified the effectiveness, flexibility and scalability of our model in
identifying traffic patterns and predicting future traffic conditions.
Acknowledgments. Dingxiong Deng, Cyrus Shahabi and Ugur Demiryurek
were supported in part by NSF grants IIS-1115153, IIS-1320149, CNS-
1461963 and Caltrans-65A0533, the USC Integrated Media Systems Center
(IMSC), and unrestricted cash gifts from Google, Northrop Grumman, Mi-
crosoft, and Oracle. Linhong Zhu was supported in part by DARPA grant
Number W911NF-12-1-0034. Rose Yu and Yan Liu were supported by
the U. S. Army Research Office under grant Number W911NF-15-1-0491,
NSF IIS-1254206 and the USC Integrated Media System Center (IMSC).
Any opinions, findings, and conclusions or recommendations expressed in
this material are those of the authors and do not necessarily reflect the views
of any of the sponsors such as NSF.

8. REFERENCES
[1] E. Acar, D. M. Dunlavy, T. G. Kolda, and M. Mørup. Scalable tensor

factorizations for incomplete data. Chemometrics and Intelligent Laboratory
Systems, 106(1):41–56, March 2011.

[2] B. W. Bader, T. G. Kolda, et al. Matlab tensor toolbox version 2.6. Available
online, February 2015.

[3] M. Blondel, Y. Kubo, and U. Naonori. Online passive-aggressive algorithms for
non-negative matrix factorization and completion. In AISTATS, 2014.

[4] D. Cai, X. He, J. Han, and T. S. Huang. Graph regularized nonnegative matrix
factorization for data representation. TPAMI, 33(8):1548–1560, 2011.

[5] H. Cheng and P.-N. Tan. Semi-supervised learning with data calibration for
long-term time series forecasting. In KDD, pages 133–141. ACM, 2008.

[6] F. C. T. Chua, R. J. Oentaryo, and E.-P. Lim. Modeling temporal adoptions
using dynamic matrix factorization. In ICDM, pages 91–100. IEEE, 2013.

[7] K. Crammer, O. Dekel, J. Keshet, S. Shalev-Shwartz, and Y. Singer. Online
passive-aggressive algorithms. JMLR, 7:551–585, 2006.

[8] D. Deng, C. Shahabi, U. Demiryurek, L. Zhu, R. Yu, and Y. Liu. Latent space
model for road networks to predict time-varying traffic. CoRR, abs/1602.04301,
2016.

[9] C. Ding, T. Li, W. Peng, and H. Park. Orthogonal nonnegative matrix
t-factorizations for clustering. In KDD, pages 126–135. ACM, 2006.

[10] J. Haworth and T. Cheng. Non-parametric regression for space–time forecasting
under missing data. Computers, Environment and Urban Systems,
36(6):538–550, 2012.

[11] HERE. https://company.here.com/here/.
[12] T. Idé and M. Sugiyama. Trajectory regression on road networks. In AAAI,

2011.
[13] H. Jagadish, J. Gehrke, A. Labrinidis, Y. Papakonstantinou, J. M. Patel,

R. Ramakrishnan, and C. Shahabi. Big data and its technical challenges.
Communications of the ACM, 57(7):86–94, 2014.

[14] J. Kwon and K. Murphy. Modeling freeway traffic with coupled hmms.
Technical report.

[15] R. Lambiotte, J.-C. Delvenne, and M. Barahona. Laplacian dynamics and
multiscale modular structure in networks. arXiv:0812.1770, 2008.

[16] D. D. Lee and H. S. Seung. Algorithms for non-negative matrix factorization. In
NIPS, pages 556–562, 2001.

[17] A. K. Menon and C. Elkan. Link prediction via matrix factorization. In
Machine Learning and Knowledge Discovery in Databases, pages 437–452.
Springer, 2011.

[18] B. Pan, U. Demiryurek, and C. Shahabi. Utilizing real-world transportation data
for accurate traffic prediction. ICDM, pages 595–604, 2012.

[19] L. Qu, Y. Zhang, J. Hu, L. Jia, and L. Li. A bpca based missing value imputing
method for traffic flow volume data. In Intelligent Vehicles Symposium, 2008
IEEE, pages 985–990. IEEE, 2008.

[20] G. Ristanoski, W. Liu, and J. Bailey. Time series forecasting using distribution
enhanced linear regression. In PAKDD, pages 484–495. 2013.

[21] R. A. Rossi, B. Gallagher, J. Neville, and K. Henderson. Modeling dynamic
behavior in large evolving graphs. In WSDM, pages 667–676, 2013.

[22] A. Saha and V. Sindhwani. Learning evolving and emerging topics in social
media: a dynamic nmf approach with temporal regularization. In WSDM, pages
693–702. ACM, 2012.

[23] R. Tarjan. Depth-first search and linear graph algorithms. SIAM Journal on
Computing, 1(2):146–160, 1972.

[24] F. Wang, T. Li, X. Wang, S. Zhu, and C. Ding. Community discovery using
nonnegative matrix factorization. Data Mining and Knowledge Discovery,
22(3):493–521, 2011.

[25] Y. Wang, Y. Zheng, and Y. Xue. Travel time estimation of a path using sparse
trajectories. In KDD, pages 25–34. ACM, 2014.

[26] L. Wu, X. Xiao, D. Deng, G. Cong, A. D. Zhu, and S. Zhou. Shortest path and
distance queries on road networks: An experimental evaluation. VLDB,
5(5):406–417, 2012.

[27] J. Xu, D. Deng, U. Demiryurek, C. Shahabi, and M. v. d. Schaar. Mining the
situation: Spatiotemporal traffic prediction with big data. Selected Topics in
Signal Processing, IEEE Journal of, 9(4):702–715, 2015.

[28] B. Yang, C. Guo, and C. S. Jensen. Travel cost inference from sparse, spatio
temporally correlated time series using markov models. Proceedings of the
VLDB Endowment, 6(9):769–780, 2013.

[29] Y. Zhang and D.-Y. Yeung. Overlapping community detection via bounded
nonnegative matrix tri-factorization. In KDD, pages 606–614. ACM, 2012.

[30] J. Zheng and L. M. Ni. Time-dependent trajectory regression on road networks
via multi-task learning. In AAAI, 2013.

[31] J. Zhou and A. K. Tung. Smiler: A semi-lazy time series prediction system for
sensors. SIGMOD ’15, pages 1871–1886, 2015.

[32] L. Zhu, A. Galstyan, J. Cheng, and K. Lerman. Tripartite graph clustering for
dynamic sentiment analysis on social media. In SIGMOD’14, pages 1531–1542.

[33] L. Zhu, G. V. Steeg, and A. Galstyan. Scalable link prediction in dynamic
networks via non-negative matrix factorization. arXiv preprint
arXiv:1411.3675, 2014.

https://company.here.com/here/

	Introduction
	Background and Related Works
	Traffic analysis
	Latent space model and NMF

	Problem definition
	Latent Space Model for Road Networks (LSM-RN)
	Topology in LSM-RN 
	Time in LSM-RN
	Temporal effect of latent attributes
	Transition matrix

	LSM-RN Model

	Learning&Prediction By LSM-RN
	Global learning algorithm
	Incremental learning algorithm
	Framework of incremental algorithm
	Topology-aware incremental update

	Real-time forecasting

	Experiment
	Dataset
	Experimental setting
	Algorithms
	Configurations and measures.

	Comparison with edge traffic prediction
	One-step ahead prediction
	Multi-steps ahead prediction

	Comparison for missing value completion
	Scalability
	Comparison for real-time forecasting
	Varying parameters of our methods
	Effect of varying T
	Effect of varying span
	Effect of varying k and 


	Conclusion
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.5
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
    /AgencyFB-Bold
    /AgencyFB-Reg
    /Aharoni-Bold
    /Algerian
    /Amienne
    /Amienne-Bold
    /Andalus
    /AngsanaNew
    /AngsanaNew-Bold
    /AngsanaNew-BoldItalic
    /AngsanaNew-Italic
    /AngsanaUPC
    /AngsanaUPC-Bold
    /AngsanaUPC-BoldItalic
    /AngsanaUPC-Italic
    /Aparajita
    /Aparajita-Bold
    /Aparajita-BoldItalic
    /Aparajita-Italic
    /ArabicTypesetting
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /Arnprior
    /BaskOldFace
    /Batang
    /BatangChe
    /Bauhaus93
    /Baveuse
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /Berylium
    /Berylium-BoldItalic
    /Biondi
    /Biondi-Light
    /BlackadderITC-Regular
    /BlueHighway
    /BlueHighway-Bold
    /BlueHighwayCondensed
    /BlueHighwayDType
    /BlueHighwayLinocut
    /BodoniMT
    /BodoniMTBlack
    /BodoniMTBlack-Italic
    /BodoniMT-Bold
    /BodoniMT-BoldItalic
    /BodoniMTCondensed
    /BodoniMTCondensed-Bold
    /BodoniMTCondensed-BoldItalic
    /BodoniMTCondensed-Italic
    /BodoniMT-Italic
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Boopee
    /Boopee-Bold
    /BradleyHandITC
    /BritannicBold
    /Broadway
    /BrowalliaNew
    /BrowalliaNew-Bold
    /BrowalliaNew-BoldItalic
    /BrowalliaNew-Italic
    /BrowalliaUPC
    /BrowalliaUPC-Bold
    /BrowalliaUPC-BoldItalic
    /BrowalliaUPC-Italic
    /BrushScriptMT
    /BurnstownDam
    /Byington
    /Byington-Bold
    /Byington-Italic
    /Calibri
    /Calibri-Bold
    /Calibri-BoldItalic
    /Calibri-Italic
    /Calibri-Light
    /Calibri-LightItalic
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-BoldItalic
    /CalistoMT-Italic
    /Cambria
    /Cambria-Bold
    /Cambria-BoldItalic
    /Cambria-Italic
    /CambriaMath
    /Candara
    /Candara-Bold
    /Candara-BoldItalic
    /Candara-Italic
    /CarbonBlock
    /Castellar
    /Catriel
    /Catriel-Bold
    /Catriel-BoldItalic
    /Catriel-Italic
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /Consolas
    /Consolas-Bold
    /Consolas-BoldItalic
    /Consolas-Italic
    /Constantia
    /Constantia-Bold
    /Constantia-BoldItalic
    /Constantia-Italic
    /CooperBlack
    /CopperplateGothic-Bold
    /CopperplateGothic-Light
    /Corbel
    /Corbel-Bold
    /Corbel-BoldItalic
    /Corbel-Italic
    /CordiaNew
    /CordiaNew-Bold
    /CordiaNew-BoldItalic
    /CordiaNew-Italic
    /CordiaUPC
    /CordiaUPC-Bold
    /CordiaUPC-BoldItalic
    /CordiaUPC-Italic
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /CreditValley
    /CreditValley-Bold
    /CreditValley-BoldItalic
    /CreditValley-Italic
    /CurlzMT
    /DaunPenh
    /David
    /David-Bold
    /DFKaiShu-SB-Estd-BF
    /DilleniaUPC
    /DilleniaUPCBold
    /DilleniaUPCBoldItalic
    /DilleniaUPCItalic
    /DokChampa
    /Dotum
    /DotumChe
    /EarwigFactory
    /Ebrima
    /Ebrima-Bold
    /EdwardianScriptITC
    /Elephant-Italic
    /Elephant-Regular
    /EngraversMT
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /EstrangeloEdessa
    /EucrosiaUPC
    /EucrosiaUPCBold
    /EucrosiaUPCBoldItalic
    /EucrosiaUPCItalic
    /EuphemiaCAS
    /EuphorigenicS
    /FangSong
    /FelixTitlingMT
    /FootlightMTLight
    /ForteMT
    /FranklinGothic-Book
    /FranklinGothic-BookItalic
    /FranklinGothic-Demi
    /FranklinGothic-DemiCond
    /FranklinGothic-DemiItalic
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItalic
    /FranklinGothic-Medium
    /FranklinGothic-MediumCond
    /FranklinGothic-MediumItalic
    /FrankRuehl
    /FreesiaUPC
    /FreesiaUPCBold
    /FreesiaUPCBoldItalic
    /FreesiaUPCItalic
    /FreestyleScript-Regular
    /FrenchScriptMT
    /Gabriola
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Gautami-Bold
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Gigi-Regular
    /GillSansMT
    /GillSansMT-Bold
    /GillSansMT-BoldItalic
    /GillSansMT-Condensed
    /GillSansMT-ExtraCondensedBold
    /GillSansMT-Italic
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /Gisha
    /Gisha-Bold
    /GloucesterMT-ExtraCondensed
    /GoudyOldStyleT-Bold
    /GoudyOldStyleT-Italic
    /GoudyOldStyleT-Regular
    /GoudyStout
    /Gulim
    /GulimChe
    /Gungsuh
    /GungsuhChe
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HeavyHeap
    /HighTowerText-Italic
    /HighTowerText-Reg
    /HurryUp
    /Huxtable
    /Impact
    /ImprintMT-Shadow
    /InformalRoman-Regular
    /IrisUPC
    /IrisUPCBold
    /IrisUPCBoldItalic
    /IrisUPCItalic
    /IskoolaPota
    /IskoolaPota-Bold
    /JasmineUPC
    /JasmineUPCBold
    /JasmineUPCBoldItalic
    /JasmineUPCItalic
    /Jokerman-Regular
    /JuiceITC-Regular
    /KaiTi
    /Kalinga
    /Kalinga-Bold
    /Kartika
    /Kartika-Bold
    /KhmerUI
    /KhmerUI-Bold
    /KodchiangUPC
    /KodchiangUPCBold
    /KodchiangUPCBoldItalic
    /KodchiangUPCItalic
    /Kokila
    /Kokila-Bold
    /Kokila-BoldItalic
    /Kokila-Italic
    /Kredit
    /KristenITC-Regular
    /KunstlerScript
    /LaoUI
    /LaoUI-Bold
    /Latha
    /Latha-Bold
    /LatinWide
    /Leelawadee
    /Leelawadee-Bold
    /LevenimMT
    /LevenimMT-Bold
    /Ligurino
    /Ligurino-Bold
    /LigurinoCondensed
    /Ligurino-Italic
    /LilyUPC
    /LilyUPCBold
    /LilyUPCBoldItalic
    /LilyUPCItalic
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /Magneto-Bold
    /MaiandraGD-Regular
    /MalgunGothic
    /MalgunGothicBold
    /MalgunGothicRegular
    /Mangal
    /Mangal-Bold
    /Marlett
    /MaturaMTScriptCapitals
    /Meiryo
    /Meiryo-Bold
    /Meiryo-BoldItalic
    /Meiryo-Italic
    /MeiryoUI
    /MeiryoUI-Bold
    /MeiryoUI-BoldItalic
    /MeiryoUI-Italic
    /MicrosoftHimalaya
    /MicrosoftJhengHeiBold
    /MicrosoftJhengHeiRegular
    /MicrosoftNewTaiLue
    /MicrosoftNewTaiLue-Bold
    /MicrosoftPhagsPa
    /MicrosoftPhagsPa-Bold
    /MicrosoftSansSerif
    /MicrosoftTaiLe
    /MicrosoftTaiLe-Bold
    /MicrosoftUighur
    /MicrosoftYaHei
    /MicrosoftYaHei-Bold
    /Microsoft-Yi-Baiti
    /MingLiU
    /MingLiU-ExtB
    /Ming-Lt-HKSCS-ExtB
    /Ming-Lt-HKSCS-UNI-H
    /MinyaNouvelle
    /MinyaNouvelleBold
    /MinyaNouvelleBoldItalic
    /MinyaNouvelleItalic
    /Miriam
    /MiriamFixed
    /Mistral
    /Modern-Regular
    /MongolianBaiti
    /MonotypeCorsiva
    /MoolBoran
    /MS-Gothic
    /MS-Mincho
    /MSOutlook
    /MS-PGothic
    /MS-PMincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MS-UIGothic
    /Mufferaw
    /MVBoli
    /Narkisim
    /Neuropol
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NSimSun
    /Nyala-Regular
    /OCRAExtended
    /OldEnglishTextMT
    /Onyx
    /PalaceScriptMT
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Papyrus-Regular
    /Parchment-Regular
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PerpetuaTitlingMT-Bold
    /PerpetuaTitlingMT-Light
    /PlanetBenson2
    /PlantagenetCherokee
    /Playbill
    /PMingLiU
    /PMingLiU-ExtB
    /PoorRichard-Regular
    /Pristina-Regular
    /Pupcat
    /Raavi
    /RageItalic
    /Ravie
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Condensed
    /Rockwell-CondensedBold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /Rod
    /SakkalMajalla
    /SakkalMajallaBold
    /ScriptMTBold
    /SegoePrint
    /SegoePrint-Bold
    /SegoeScript
    /SegoeScript-Bold
    /SegoeUI
    /SegoeUI-Bold
    /SegoeUI-BoldItalic
    /SegoeUI-Italic
    /SegoeUI-Light
    /SegoeUI-SemiBold
    /SegoeUISymbol
    /ShonarBangla
    /ShonarBangla-Bold
    /ShowcardGothic-Reg
    /Shruti
    /Shruti-Bold
    /SimHei
    /SimplifiedArabic
    /SimplifiedArabic-Bold
    /SimplifiedArabicFixed
    /SimSun
    /SimSun-ExtB
    /SnapITC-Regular
    /Stencil
    /Stereofidelic
    /SybilGreen
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Tandelle
    /Tandelle-Bold
    /Tandelle-BoldItalic
    /Tandelle-Italic
    /Teen
    /Teen-Bold
    /Teen-BoldItalic
    /Teen-Italic
    /TeenLight
    /TeenLight-Italic
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /TraditionalArabic
    /TraditionalArabic-Bold
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga
    /Tunga-Bold
    /TwCenMT-Bold
    /TwCenMT-BoldItalic
    /TwCenMT-Condensed
    /TwCenMT-CondensedBold
    /TwCenMT-CondensedExtraBold
    /TwCenMT-Italic
    /TwCenMT-Regular
    /Utsaah
    /Utsaah-Bold
    /Utsaah-BoldItalic
    /Utsaah-Italic
    /Vani
    /Vani-Bold
    /VelvendaCooler
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vijaya
    /Vijaya-Bold
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Vrinda
    /Vrinda-Bold
    /Waker
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages false
  /ColorImageFilter /None
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
    /BGR <FEFF04180437043F043E043B043704320430043904420435002004420435043704380020043D0430044104420440043E0439043A0438002C00200437043000200434043000200441044A0437043404300432043004420435002000410064006F00620065002000500044004600200434043E043A0443043C0435043D04420438002C0020043F043E04340445043E0434044F044904380020043704300020043D04300434043504360434043D043E00200440043004370433043B0435043604340430043D0435002004380020043F04350447043004420430043D04350020043D04300020043104380437043D0435044100200434043E043A0443043C0435043D04420438002E00200421044A04370434043004340435043D043804420435002000500044004600200434043E043A0443043C0435043D044204380020043C043E0433043004420020043404300020044104350020043E0442043204300440044F0442002004410020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E0030002004380020043F043E002D043D043E043204380020043204350440044104380438002E>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e400740074006500690064002c0020006500740020006c0075007500610020005000440046002d0064006f006b0075006d0065006e00740065002c0020006d0069007300200073006f00620069007600610064002000e4007200690064006f006b0075006d0065006e00740069006400650020007500730061006c006400750073007600e400e4007200730065006b0073002000760061006100740061006d006900730065006b00730020006a00610020007000720069006e00740069006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e0074006500200073006100610062002000610076006100640061002000760061006900640020004100630072006f0062006100740020006a0061002000410064006f00620065002000520065006100640065007200200036002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
    /HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
    /HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d0069002000730075006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c002000740069006e006b0061006d0075007300200076006500720073006c006f00200064006f006b0075006d0065006e00740061006d00730020006b006f006b0079006200690161006b006100690020007000650072017e0069016b007201170074006900200069007200200073007000610075007300640069006e00740069002e002000530075006b00750072007400750073002000500044004600200064006f006b0075006d0065006e007400750073002000670061006c0069006d006100200061007400690064006100720079007400690020007300750020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200036002e00300020006200650069002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF004c006900650074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020007000690065006d01130072006f00740069002000640072006f01610061006900200075007a01460113006d0075006d006100200064006f006b0075006d0065006e0074007500200073006b00610074012b01610061006e0061006900200075006e0020006400720075006b010101610061006e00610069002e00200049007a0076006500690064006f0074006f0073002000500044004600200064006f006b0075006d0065006e00740075007300200076006100720020006100740076011300720074002c00200069007a006d0061006e0074006f006a006f0074002000700072006f006700720061006d006d00750020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200036002e003000200076006100690020006a00610075006e0101006b0075002000760065007200730069006a0075002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
    /POL <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>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
    /RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200073006c00fa017e006900610020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f007600200076006f00200066006f0072006d00e100740065002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300fa002000760068006f0064006e00e90020006e0061002000730070006f013e00610068006c0069007600e90020007a006f006200720061007a006f00760061006e006900650020006100200074006c0061010d0020006f006200630068006f0064006e00fd0063006800200064006f006b0075006d0065006e0074006f0076002e002000200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e0074007900200076006f00200066006f0072006d00e10074006500200050004400460020006a00650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d00650020004100630072006f0062006100740020006100200076002000700072006f006700720061006d0065002000410064006f006200650020005200650061006400650072002c0020007600650072007a0069006900200036002e003000200061006c00650062006f0020006e006f007601610065006a002e>
    /SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043A043E0440043804410442043E043204430439044204350020044604560020043F043004400430043C043504420440043800200434043B044F0020044104420432043E04400435043D043D044F00200434043E043A0443043C0435043D044204560432002000410064006F006200650020005000440046002C0020043F044004380437043D043004470435043D0438044500200434043B044F0020043D0430043404560439043D043E0433043E0020043F0435044004350433043B044F04340443002004560020043404400443043A0443002004340456043B043E04320438044500200434043E043A0443043C0435043D044204560432002E0020042104420432043E04400435043D04560020005000440046002D0434043E043A0443043C0435043D044204380020043C043E0436043D04300020043204560434043A04400438043204300442043800200437043000200434043E043F043E043C043E0433043E044E0020043F0440043E043304400430043C04380020004100630072006F00620061007400200456002000410064006F00620065002000520065006100640065007200200036002E00300020044204300020043F04560437043D04560448043804450020043204350440044104560439002E>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 6.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


