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Group Anomaly Detection 

Anomalous phenomenon in social media data may not only 
appear as individual points, but also as groups.  
 

Group Review Spamming Organized Viral Campaign Massive Cyber Attack 

We develop a hierarchical Bayes model to automatically discover 
social media groups and detect group anomalies simultaneously. 
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Challenges 

•  Point-wise features data and pair-
wise relational data coexist and are 
mutually dependent. 

•  Collective anomalous activities 
might appear normal at the 
individual level. [Chandola2007] 

•  People constantly switch groups and 
we can hardly know groups 
beforehand. 

Detecting group anomalies require us to exploit the structure of the 
social media groups as well as the attributes of the individual points. 

[An Example of Collective Anomaly] 
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Group Anomaly Definition 
•  Input:  

–  Pairwise communication network; 
–  Pointwise node features; 

•  Output:  
–  List of groups ranked by anomaly score 

•  Model a group as a mixture of roles 
–  Same roles,different role mixture rate 

  Role ? 

Definition: Group anomaly has a role mixture rate pattern that 
does not conform to the majority of other groups. 

Two- Stage 
Approaches! 

•  Existing Approaches: 
•  Mixture Genre Model  (MGM) [xiong et al 2011a] 
•  Flexible Genre Model (FGM) [xiong et al 2011b]  
•  Support Measure Machine (SMM) [muandet et al 2013]  
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Group Latent Anomaly Detection (GLAD) 
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Dynamic extension of GLAD (d-GLAD) 
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Procedure 

Use BIC to 
decide # of 

groups and # of 
roles 

Learn GLAD/
d-GLAD to 
infer role 

mixture rates  

Rank groups 
with respect to 
the anomaly 

score 

Perform 
significant test 

and raise 
alarms  

AnomalyScoreGLAD ~ − Eq[
p∈G
∑ p(Rp |θ )]

AnomalyScored−GLAD ~||θm
t−1 −θm

t ||2

•  GLAD : the expected likelihood of role distribution  

•  d-GLAD : the change of role mixture rate over time 
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Synthetic Experiments 
•  500 nodes network, 2 roles, different number of groups 
•  Normal group mixture rate [0.9, 0.1], anomalous group mixture rate 

[0.1,0.9] , 20% injected group anomaly 
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Detect ``anomalous `` research communities 

•  Pointwise: Bag of words of paper abstracts 
•  Pairwise: Common authorship 
•  28,702 authors, 104,962 links, 11,771 vocabulary size, 4 topics. 

Injected 20% group anomalies from other venues. 
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Detect Party Affiliation Changes 
•  Pointwise: Senator attributes 
•  Pairwise: Common votes 
•  24 months voting records of 100 senators 
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Conclusion 

•  Formulate the problem of group anomaly detection social media 
analysis for both static and dynamic settings  

•  Develop a unified hierarchical Bayes model GLAD to infer the 
groups and detect group anomalies simultaneously 

•  Experiments on both synthetic, academic publications and senator 
voting datasets show benefits over two-stage approaches .  

Future Work 
•  Non-parametric Bayes model to automatically decide # of groups 

and # of  roles. 
•  Better detection evaluation procedures and metrics other than 

anomaly injection.   
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