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Abstract

Smartphones have become ubiquitous in modern
society. With almost everyone carrying a smart-
phone in their pocket, the availability of sensor
data (accelerometer, gyroscope, etc.) has sky
rocketed. How we can use all this sensor data to
benefit smartphone users remains an open prob-
lem. We present a new human activity recogni-
tion dataset, AcctionNet, we hope provides one
avenue to explore this wealth of data. Acction-
Net comprises 10.3 million data-points and 13
different activity labels. AcctionNet is, as far as
the authors are aware, the largest human activ-
ity recognition dataset that includes more than 5
labels. We benchmark the dataset using various
state of the art imaging methods for time series,
as well as standard deep learning models.

1. Introduction

Large scale datasets and architecture engineering are the
two most crucial constitutive elements of the institution of
deep learning. While sifting through the important mile-
stones in deep learning (Wang et al., 2017), we learn of
pivotal moments such as the release of the MNIST dataset
(Bottou et al., 1994) along with the best performing LeNet-
4 Convolutional Neural Network (CNN) architecture that
achieved ~ 1% error rate on the test set. The ImageNet
Large Scale Visual Recognition Competition (ILSVRC)
(Russakovsky et al., 2015) that entails object category clas-
sification across a thousand object categories on the Ima-
geNet dataset containing millions of images has been in-
strumental in ushering in new CNN architectures such as
AlexNet (Krizhevsky et al., 2012), ZFNet (Zeiler & Fer-
gus, 2014), GooglLeNet (Szegedy et al., 2015) and ResNet
(He et al., 2016). Recently, the Stanford Medical ImageNet
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project ! was announced that contains 0.5 petabyte of clini-
cal radiology data, comprising 4.5 million studies, and over
1 billion images to facilitate reproducible science in the do-
main of medical image machine learning research.

This paper captures our ongoing attempt to prepare a simi-
lar large-scale dataset which we term, Acct ionNet in the
domain of time-indexed activity recognition using the Iner-
tial Measurement Unit - MicroElectroMechanical Systems
(IMU-MEMS) sensors such as accelerometers and gyro-
scopes available on commercial smartphones. In doing so,
we have sought to merge together datasets from previous
isolated efforts and augment our own in-house generated
dataset that results in a combined dataset containing around
11 million data-points over 17 different activity labels.
The goals of the paper are as follows:

1: To disseminate a large-scale labeled IMU-MEMS sensor
time-series dataset of human activity recognition obtained
by collating pre-existing datasets.

2: To provide baseline prediction accuracies obtained upon
deploying some standard deep neural networks architec-
tures.

3: To disseminate the results of our empirical investigations
into the different time-series imaging techniques proposed
in time-series analysis (TSA) literature for pre-processing
the raw sensor data before feeding it into the chosen deep
neural network.

The rest of the paper is organized as follows. In Sec-
tion 2, we describe the methodology followed for the
dataset preparation and describe some of the statistics of
the dataset. In Section 3, we briefly describe the 2 standard
deep neural network architectures we used for the super-
vised activity class prediction problem. In Section 4, we
briefly survey the time series imaging techniques we used
to pre-process the raw sensor data before being input to the
deep neural network chosen and in Section-5 we present
the results obtained. We conclude the paper in Section-6
along with a description of the ongoing efforts to further
expand the dataset.
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2. Dataset: Preparation methodology and
statistics

We created the AcctionNet dataset by collating 6 existent
datasets and post-processing them to achieve cross-dataset
normalization. At the end of this phase, we had 51460 sam-
ples spanning 13 disparate activity labels. The datasets
used were: (Shoaib et al., 2013), (Shoaib et al., 2014),
(McCall et al.), the 2011 Opportunity Activity Recogni-
tion Challenge, (Kwapisz et al., 2011), and (Chen et al.,
2015). These datasets were in varying formats, had mul-
tiple different sensors, and were sampled at different fre-
quencies. Some of these datasets included 3 axis gyro-
scope measurements, in addition to the 3 axis accelerom-
eter measurements common to all. To facilitate learning,
the datasets were converted into a common format and re-
sampled to 200 Hz. Additionally, activities that were the
same semantically but labelled differently were relabelled
to reflect their semantic similarity. The 13 activities in the
dataset are: biking, walking downstairs, stationary (gym)
biking, jumping, lunging, running, transitioning from sit-
ting to standing, squatting, standing still, transitioning from
standing to sitting, treadmill running, walking upstairs, and
walking. An example image from each class is shown in
7. The data were resampled to 200 Hz using linear interpo-
lation. The norms of the 3 axes for the accelerometer and
the 3 axes for the gyroscope were taken leading to two ad-
ditional columns of data: accelerometer magnitude and gy-
roscope magnitude. Each second of data which contained
only one activity was extracted and formed into a 200 x 8
or 200 x 4 image depending on whether this data included
gyroscope or not, where the 200 rows are the 200 samples
at 200Hz and the columns are the acceleration in the z, y, 2
directions, the magnitude of the acceleration, and the same
for the gyroscope if it was included. The resultant dataset
was a cube of shape 51460 x 200 x 5 including the activity
label.

18000

16000 -

14000 -

12000

10000 -

8000 -

6000 -

4000 -

2000 -

9
rs
9
9
9
9
9
9
9
9
9
rs

:::::::::::::::::

X
@

Downsta
GymBiki
SittingToStandil
Squatti
Standi
StandingToSitti
TreadmillRunni
Upstal

Walking

Figure 1. Label class counts in the AcctionNet dataset

The label class counts in the AcctionNet dataset are skewed

and are as shown in fig 1.

3. Architectures of Deep neural networks
used for supervised classification

In this paper, we used 2 simple Convolutional Neu-
ral Network architectures, which we term as FCNN
and CNN2 henceforth. As seen in fig 6(a), FCNN
is a simple feed-forward architecture with 3 fully
connected dense layers followed by a dropout (Sri-
vastava et al., 2014) layer. The CNN2 architec-
ture uses the standard 2Convolution-Nonlinear
activation- Maxpooling - Dropout paradigm
and is as shown in Fig 6(b).

4. Pre-processing the sensor data: Imaging
Methods

Inspired by the incredible accuracies achieved by con-
volution neural networks in the domain of computer
vision, novel frameworks for encoding time series as
different types of images have emerged recently such
as the Gramian Angular Summation/Difference Fields
(GASF/GADF) imaging technique and Markov Transition
Fields (MTF). In this paper, we tried three different imag-
ing methods to convert the sensor time series data into im-
ages before feeding them into the convolution neural net-
works described in Section 3.

4.0.1. GRAMIAN ANGULAR SUMMATION/DIFFERENCE
FIELDS

Gramian Angular Fields (GAF), proposed in (Wang &
Oates, 2015), encode angular information about the time
series into an image. The image resulting from a GAF
transformation is a quasi-Gramian matrix, computed on
one of two inner-product spaces, < z,y >= T -y —
V1—22\/1—-92 and < z,y >= y-V1—a2%2 — x -
v/1 — y2, for Gramian Angular Summation Fields (GASF)
and Gramian Angular Difference Fields (GADF) respec-
tively. These Gramian matrices are equivalent to first con-
verting a time series to polar coordinates such that ¢,, =
arccos(z,,) and r = % wheren € Nand N is a normaliza-
tion factor that scales all points to within the unit disc, then
computing cos(¢; + ¢,) (GASF) or sin(¢; + ¢;) (GADF)
foreachi,j € {0,..., k} where k is the number of samples
in the given time series. Thus if the Gramian matrix is de-
noted as X then X;; = cos(¢;+¢;) or X;; = sin(¢;+¢;).
Therefore, the image formed by this matrix represents an-
gular information about the time series whilst still essen-
tially encoding the original time series along the diago-
nal. The output images are downsampled to 64 x 64 using
Piece-wise Aggregation Approximation (PAA) (Keogh &
Pazzani, 2000). Six example images are shown in figure 2.
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(a) GADF Biking  (b) GASF Biking  (c) GADF Walking
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Figure 2. Three examples of GADF (2(a), 2(c), 2(e)) and three examples of GASF (2(b), 2(d), 2(f)), all six images were created from the

norm of the acceleration.

4.0.2. MARKOV TRANSITION FIELDS

Markov Transition Fields (MTF), also proposed in (Wang
& Oates, 2015), extend Markov Transition Matrices
(MTM) to maintain information about temporal correla-
tions. A Markov Transition Field is computed by divid-
ing the time series into ) quantile bins, then computing
a MTM for these bins, and finally stretching this @ x @
MTM into a k x k temporally correlated matrix, where k
is the number of samples in a time series. The procedure
for stretching a MTM into a MTF is as follows. Let ¢; de-
note the quantile the time series is in at time ¢. Then for
each i,j € {0,...,k} compute the value of the MTF ma-
trix at ¢, j as the value of the MTM at g;, g;. This forms a
k x k MTF image. The output images are downsampled
to 64 x 64 using Piecewise Aggregation Approximation
(PAA) (Keogh & Pazzani, 2000). Three example images
are shown in figure 3.

(a) Biking

(b) Walking (c) Squatting

Figure 3. Three examples of MTF, all three images were created
from the norm of the acceleration.

4.0.3. SPECTROGRAMS

Spectrograms have historically been used with much suc-
cess in speech recognition, audio classification, and other
time series analysis tasks, (Carbonneau et al., 2016). How-
ever, recently deep architectures trained on raw data have
been outperforming training on “handcrafted” features like
spectrograms (Thickstun et al., 2016). Nonetheless, we
converted our human activity time series into spectro-
grams by computing spectrograms with 4096 bins and then
cropping the images to frequencies below 20Hz, the typi-
cal range of frequencies for human motion (Antonsson &
Mann, 1985). Three example images are shown in figure 4.

(a) Biking (b) Walking (c) Squatting
Figure 4. Three examples of spectrograms, all three images were

created from the norm of the acceleration.

5. Baseline results on Dataset

A model was trained for each of the imaging techniques,
and validated using 30-fold cross-validation. The mean ac-
curacy for each model is shown in figure 5, with error bars
corresponding to a 95% confidence interval. The model la-
beled “Raw” in the figure, corresponds to running the same
convolutional architecture on a 200 x 4 image of the raw
time series for each sensor axis. Each model in the figure
labeled with the name of an imaging method corresponds
to running a convolutional neural network on that imag-
ing method. Additionally, standard deep learning methods
were tested on the dataset. We tested both a fully con-
nected network with 4 layers, and a deep recurrent model
with Gated Recurrent Units (GRU) (Cho et al., 2014). For
the fully connected neural network, we convert our 200 x 4
image into a 800 length vector. A fully connected network
with ReLLU activations performed the best on this dataset
with a mean accuracy of 89.9%, followed closely by con-
volutional neural networks run on GADF imaging of the
time series, which had a mean accuracy of 88.2%. A fully
connected network with tanh activations, a convolutional
model on raw data with ReLU activations, the convolu-
tional model run on GASF images, a convolutional model
on raw data with tanh activations, a convolutional model
run on MTF images, a recurrent model (GRU), and a con-
volutional model run on spectrogram images, had mean ac-
curacies of 86.7%, 85.3%, 84.5%, 84.1%, 78.1%, 65.1%,
and 54%, respectively. Although a fully connected archi-
tecture with ReLU activations performed the best in terms
of accuracy, we will show that this architecture is more sus-
ceptible to adversarial attacks than other architectures due
to its relative linearity because of the ReLU activations.
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Figure 5. Barplot of mean accuracies for from left to right, fully
connected network with ReLLU activations, GADF, FCNN with
tanh activations, CNN on raw data with ReLU activations, GASF,
CNN on raw data with tanh activations, MTF, deep GRU and
spectrogram.

6. Conclusion and ongoing work

We have contributed a human activity recognition dataset
of significant scale by collating together 6 independent
datasets. We subsequently carried out an empirical investi-
gation on the efficacy of state of the art time series imaging
techniques along with 2 standard deep learning architec-
tures and establish the baseline results for the dataset. We
are currently in the process of collating more independent
datasets used in the literature before and also appending
our in-house developed dataset, all with the goal of trying
to create an ImageNet like dataset for the field.
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Figure 6. This figure presentas the CNN architectures used. We
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AcctionNet: A Dataset Of Human Activity Recognition Using On-phone Motion Sensors

Jumping

0

(f) Running (g) Sitting To Standing (i) Standing (j) Standing to Sitting

Walking

Eg 0o T w0 Eg o T w0 - ED it e 0

(k) Treadmill Running (1) Upstairs (m) Walking

Figure 7. An example of each class in the dataset, shown with all three accelerometer axes plotted, in addition to accelerometer magnitude
plotted.



